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Abstract

Forests are complex ecosystems with a large variability in the horizontal as well as in

the vertical space. To study the dissimilarities in water use for different forest types,

the water and energy balance of five forest stands in the Netherlands were observed

during periods varying from two years to more than 15 years. The main tree species

of the stands were: Scots pine, poplar, oak, larch and at one site a mixture of pine,

birch, beech and oak.

Two conditions were distinguished for the analysis of the driving processes of the

evaporation rate: dry and wet. Under dry conditions the opening and closing of the

stomatal conductance was the main process controlling the evaporation rate. The

drivers controlling the opening and closing were different between tree species and

for undergrowth and tree species. Overall the most important driver was the vapour

pressure deficit. The inclusion of temperature did not improve the optimization

results and it is advised not to include temperature as a driver to simulate the

stomatal conductance for the present climatic conditions in the Netherlands. The

contribution of the undergrowth varied with time between 5% and 100% during

the year. The smallest contribution of the undergrowth to the total evaporation

appeared in the middle of the summer. The highest contribution appeared in spring

and autumn.

To improve the feedback of water stress by lowering groundwater tables during

prolonged periods of drought a conceptual model is introduced incorporating two

separate soil water signals. The model has a default feedback based on the water

content at the deepest roots, and a site specific feedback through the soil water

content of the surface layer containing 80 to 90% of all roots. The default feedback

is based on data of multiple forest stands over Europe.

Under wet conditions it is shown that the evaporation at the end of the shower

and just after the shower is much larger than often assumed. In most models this
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underestimation of the evaporation rate of intercepted water is compensated by an

under estimation of the water storage capacity of the leaves. The evaporation rate

under wet conditions is better simulated by taking into account the vertical variation

in the surface roughness lengths for heat and momentum.

Keywords: Forest, undergrowth, hydrology, evaporation, interception, drought,

root water uptake.
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Preface

So how did I get involved in writing this thesis? In most cases decisions largely

depend on opportunities and contacts coming together. In my case I would like to

acknowledge Reinder Feddes, who phoned me on a Saturday evening and introduced

me to Han Dolman. Han was then looking for staff to work on the project “Hy-

drology of forests and forested areas in the Netherlands” (Forest Hydrology Project).

This project was the starting point for my research and this thesis. Reinder Feddes

together with Jon Wieringa became my promoters and Han Dolman my daily advi-

sor. After Jon Wieringa retired, Han Dolman became my promoter together with

Reinder Feddes. I want to express my gratitude to my team of promoters. Both

Han Dolman en Reinder Feddes have been especially supportive and instrumental

not only in starting up this study, but also in finally getting it finished. Han and

Reinder, thank you very much!

The study started with the Forest Hydrology Project that was initiated in 1994 by

the Ministry of Agriculture, Nature and Food Quality of the Netherlands and imple-

mented by the The Winand Staring Centre (this later became Alterra-Wageningen

UR). Financially this project was made possible not only by the Ministry of Agricul-

ture, Nature and Food Quality, but also by VEWIN, “Staatsbosbeheer”, “Natuur-

monumenten”and “Unie van Landschappen”. Wim Zeeman played a crucial role in

mobilizing all these partners. The data collected for this project are the basis for the

present thesis. Representatives of the organizations financially supporting the project

as well as a number of representatives from scientific organization were member of

the advisory board of the project.

I would like to thank the members of the advisory board of the Forest Hydrology

Project for their feedback and advice during the first years 1994-1998 of this study:

• ir. J.M. Brand (directie Natuur, Ministerie van Landbouw, Natuurbeheer en

Visserij);
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• ir. G. van Tol (IKC, Natuur);

• dr. ir. W. Bouten (Universiteit van Amsterdam);

• Prof. A.W.L. Veen (Rijksuniversiteit van Groningen);

• ir. H.K.A. Rotermundt (NUON, representing VEWIN);

• ir. W.P.C. Zeeman (Staatsbosbeheer);

• ir. K. Voetberg (Natuurmonumenten);

• ir. H. Massop (Unie van Landschappen);

• J. Deurloo (Waterschap Regge en Dinkel).

To enlarge the number of forest types included in this study, an additional site,

i.e. the Edesebos site, was added. The team of the Winand Staring Centre collecting

the data at this site was lead by Marja Ogink-Hendriks from 1988-1990. After the

end of the forest hydrology project, all sites except the Loobos site were dismantled.

In 1996 after the CO2-flux measurements were started in the pine forest of Loo-

bos, the Loobos site became part of the international flux database FLUXNET

(www.fluxnet.ornl.gov). At the moment the Loobos site is world wide one of the

sites with the longest record of evaporation, sensible heat and CO2 flux data. This

international collaboration was made possible with financial support of national and

international projects, such as:

• Research program on Climate Change of Wageningen UR (Min. of Agriculture,

Nature and Food Quality, NL);

• Integrated observations and modelling of greenhouse gas budgets at the ecosys-

tem level in the Netherlands (Climate for Spatial Planning, NL);

• EuroFlux (DG Research, EU);

• CarboEurope (DG Research, EU);

• GHG-Europe (DG Research, EU).

Before the measurements for the Forest Hydrology Project could start, sites had

to be selected. Together with Han Dolman we spent hours of driving around the

country looking for the ultimate site with an almost unlimited fetch, i.e. the same

forest type as far as the eye reaches. Finding such a site was not an easy task. By

the time we thought we had found an excellent location, we often discovered that
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without knowing we had crossed the border and were either in Belgium or Germany.

Nevertheless, we managed to find a set of sites that fulfilled our purposes.

Many thanks I want to express also to the staff of the organizations managing the

forests such as “Staatsbosbeheer”, “Natuurmonumenten” and “Unie van Landschap-

pen”. They not only provided access to the sites, but also shared their knowledge

and helped us with typical field work such as pulling Landrovers out of the mud and

setting up fences to keep the wild ponies away.

Together with Jan Elbers, Han Dolman and Wim Snijders the measurement set-

up was designed and measurement towers up to a height of 27 m were erected at each

of the four sites. Especially Jan’s expertise in designing and constructing automatic

measurement set-ups was very helpful. Jan and Wim were also heavily involved in

the maintenance of the sites, equipment calibration, data quality checking, and all

other work that is needed to maintain a number of continuous monitoring sites at

remote locations. Special moments were the visits during Christmas together with

Jan when the forests were very quiet and covered with snow.

Later Wilma Jans joined our group. Wilma together with Santi Sabaté was also

responsible for the sapflow measurements collected at the Loobos site and used for

validation purposes.

Of course it was impossible to collect and process all the data used in this thesis by

myself. Fortunately, a large number of people were willing to contribute in numerous

ways and by doing this enabled me to write this thesis.

Mark Ashby was one of the persons with whom the SWAPS model was developed.

A number of the concepts as are used in this thesis were implemented in this model.

The people working on the unsaturated zone model SWAP also deserve my thanks

as the soil water flow of the SWAPS model is based on the concepts of the SWAP

model. I would also like to thank Niall Hanan for his work on the sparse canopy light

interception scheme for the SWAPS model. The Bankenbos site was much closer to

Groningen than to Wageningen. Therefore, I am thankful that Henk de Groot, Jan

van de Burg and Peter van Breugel were willing to assist us in the maintenance of

this site. Marja Ogink-Hendriks (data collection and analysis of the Edesebos site),

Marlies Hamaker (leaf area analysis of all needles), Erik van der Elzen (design elec-

trical circuits), Gerard Veldman (soil sample analysis), Han te Beest (installation of

the discharge structures and groundwater observation tubes), Lara Prihodko (read-

ing groundwater levels of the observing tubes), Iwan Supit (proof reading a part of

my thesis), Obbe Tuinenburg (LaTeX problem solver), Almas Pieters (cover design)

and my two paranymphs Wies Nijman-Moors and Saskia Werners. I am aware that

there are people whom I did not mention here, but I want you to be assured that I

have much appreciated all your help.

During the years that passed since the start of my thesis a large number of people
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Ganzeveld, Petra Stolk, Jeroen Veraart, Nies Springer, Gerard Oosterbaan, Wim

Cofino, and all other members of the groups I have had these years the privilege to

work with, i.e. Water Atmosphere and Substances, Land Atmosphere Interactions,

Earth System Sciences & Climate Change. Also the contacts with the national and

international Flux-community was highly appreciated during these years.

An absence of four months made possible by Alterra, allowed me to make sig-

nificant progress towards finishing my thesis. This time was spent in Amsterdam

and I am very grateful for the hospitality of the people at the Eco-hydrology Group

of “Vrije Universiteit van Amsterdam”. Special thanks goes to Maarten Waterloo,

Michiel van der Molen and Margriet Groenendijk for their warm welcome and the

great opportunities not only to discuss scientific issues, but also to solve technical

problems using analysis- and word processing software.

The work of the reading committee is at the end of a thesis. I thank all members

of the reading committee for their time and comments.

Finally I would like to thank all my family and especially my parents Wim, Gerda,

Frits and Ellen for their continuous support throughout my thesis.
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Chapter 1

Introduction

1.1 Groundwater management in The Netherlands

In the beginning of the 1900’s, inundations occurred regularly in The Netherlands.

These inundations were mainly caused by a too small discharge capacity. To improve

this situation the Land Consolidation Act of 1955 was put in place. This act stimu-

lated measures to improve drainage and to accelerate discharge of water, leading to

intensification of the surface and subsurface drainage system in combination with an

enlargement of the drainage capacity of the surface water system. This improvement

of the drainage system was one of the main causes of the lowering of the groundwater

table at the second half of the 1950’s and the first half of the 1960’s (Rolf, 1989).

Other causes of the lowering of the groundwater table were (Dufour, 2000):

• Increase in groundwater abstractions for drinking water and agriculture,

• Increase in evapotranspiration by higher crop yields per hectare and afforesta-

tion, and

• Decrease of the groundwater recharge by increased urbanization leading to an

increase in impermeable paved area.

The lowering of the groundwater table created areas in which the connection

between the ecosystems at the surface and the groundwater table disappeared. To

reduce the area with desiccated natural ecosystems a regulation was implemented

by the Dutch government in 1995. In this regulation a goal was set for the year

2000 to reduce the desiccated natural ecosystems area with at least 25% as compared

to the reference year 1985. To realize this goal, the groundwater table needed to

be increased to the desired level. To achieve an increase in the groundwater table,

a number of compensating measures were proposed. Besides these measures aimed

at reducing the groundwater extraction, also measures were proposed to reduce the

discharge of ditches and brooks by impediment of drainage, promotion of meandering

and allowing for more vegetation growth in the ditches as well as measures to increase

groundwater recharge.
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1.2 Deforestation increases groundwater recharge?

If afforestation did cause a decrease in the groundwater table, would deforestation

then not increase the groundwater table? With this in mind water managers and

foresters started to look at forest in a different perspective.

Most forested areas in the Netherlands are important infiltration regions for

groundwater bodies. To increase the amount of available groundwater proposals

were made to convert the predominantly dark and dense coniferous forests to de-

ciduous forests or even deforest complete areas and replant them with vegetation of

lower canopy height, i.e. heather (Stuurgroep-Grondwaterbeheer-Midden-Nederland,

1992). This discussion was stimulated by published reports that indicated high in-

terception losses for forest (Evers et al., 1991). The main forest type studied at

that time was Douglas fir because the main interest was to study acid rain and dry

deposition. Douglas fir is among the trees with the highest leaf area index (up to

LAI = 11 m2m−2) and the highest water storage capacity (2.5 mm). Characteristics

that are leading to high levels of deposition. According to common use, the benefits

and effects were translated directly into economic values. Water supply companies

became interested and were willing to compensate forest owners for changing the

tree species from coniferous with a high interception storage to a land cover with a

presumed much lower water loss, such as deciduous forest or grassland. The finan-

cial feasibility of such a change in vegetation depends primarily on the difference in

volume of rechargeable water from the different types of tree species and secondary

on the economic value of the tree species harvested (Filius and Roosenschoon, 1993).

From the point of view of hydrologists and meteorologists this raised the question

which eventually led to the present PhD thesis:

“What is the difference in water use between different tree species in the Nether-

lands?”.

These developments are particularly important in the sandy areas of the Nether-

lands. In the lower parts of the Netherlands with mainly clay soils combined with

relatively high water tables other developments brought about additional questions.

Here organizations responsible for the management of large forested areas were con-

fronted with increasing costs. On the one hand due to increasing taxes of the water

boards and on the other hand due to increasing costs of compulsory maintenance of

the ditches. Reducing these costs would be possible if the dimensions of the required

water works could be reduced without increasing the discharge, especially the peak

discharge of these areas. This became even more important in view of the goals set

by the government to increase the area of forested land. First primarily for recreation

and nature development, later also as a possibility to sequester CO2. The total area

of forest in the Netherlands is estimated in 2005 on 360.000 ha, i.e. 10% of the total
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Figure 1.1: Changes in forested area in the Netherlands (based on Dirkse et al., 2006).

land surface. Figure 1.1 shows the increase in forested area in the Netherlands; a

doubling compared to 1833 (MFV-Bos, 2006).

Even with this areal increase, forest in the Netherlands is still strongly dispersed;

there are only a few extended forested areas and many small isolated plots. About

half of the forest is mixed forest, the main mono species forest type is coniferous

forest (32% in 2005, Dirkse et al., 2006). The last decades the average age of the

forest has increased. Due to this ongoing land use change, two questions emerged:

• “Does a forested catchment have lower (peak) discharges than catchments with

other land-use?”

• “Does a decrease in the number of maintained ditches of a forested catchment

increase the (peak) discharge?”

A positive answer to the first and a negative to the second question would make it

possible to reduce the dimensions of the infrastructural works required in a catchment

that is to be afforested.

Later, after the high river levels of 1993 and 1995 and after the occasional flooding

in some parts of the Netherlands became more and more serious, the possible effects

of a climate change became more evident. This caused a growing interest in the

possibility to retain water in forested catchments to decrease the peak discharge
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during high water periods and to put even more weight on the required knowledge

of the storage and discharge properties of forests.

These problems were combined into the following three leading questions for this

study:

• “What are the main processes controlling the magnitude of the different com-

ponents of the water balance of forested areas in the Netherlands?”;

• “What are the controlling parameters of these processes and are they related

to tree species?”;

• “Will this knowledge be of added value to predict effects of different tree species

on the water balance?”.

The before mentioned problems and the associated questions were reason for the

Ministry of Agriculture, Nature and Food Quality of the Netherlands to initiate in

1994 a study on the management of water resources of forests in the Netherlands.

The study was executed by the Winand Staring Centre (which later became part of

Alterra-Wageningen UR) and named “Hydrology of forests and forested areas in the

Netherlands”. The data collected for this project are the basis for the present thesis.

This dataset was extended with financial support and a number of datasets of other

projects.

1.3 The forest hydrology project 1994-1998

The increased number of stakeholders in demand for water, the decreasing volume

of high quality water and the scarcity of land causes more and more demand for

accurate and often small scale hydrological management strategies to comply to the

needs of all stakeholders. This will only be possible if all the terms in the water

balance can be estimated at a high level of certainty. The component of the water

balance that is generally considered as a loss is evaporation. Hydrologists normally

estimate evaporation losses as the residue of the water balance. This causes all

errors of estimate of the other components of the water balance to accumulate in the

estimated evaporation.

An alternative is to measure the change in soil water, either by (micro-)lysimeters

or soil water sensors using for example the TDR-technique (Time Domain Reflec-

tometry). The main disadvantage of these methods is the small measuring volume

(±0.2·10−3 m3) and thus the problem to upscale the measurements to a larger area.

Other alternatives are methods that depend on micro-meteorological techniques.

For these methods the energy balance together with measurements of gradients of
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temperature, humidity and wind speed (e.g. the Bowen-ratio method) can deter-

mine the evaporation rate. Or, alternatively, high frequency measurements of wind

speed and humidity and the fact that the vertical wind speed and scalars such as

temperature and humidity are correlated can be used to determine the evaporation

rate directly (e.g. the eddy-correlation method). Both types of methods have the

benefit that they integrate over a relatively large area (≈0.04-1 km2) depending on

the atmospheric stability and the height of the sensors above the forest. The main

disadvantage of the Bowen-ratio is the fact that this method derives the amount of

energy available for evaporation as the residue of the energy balance. This implies

that all other components of the energy balance should be measured accurately. Here

the same problem arises as mentioned earlier for the water balance. The most im-

portant drawback of the eddy-correlation method is the uncertainty associated with

the time averaging and frequency response corrections.

In this study on nearly all sites the eddy-correlation method is used as it has

shown to give reliable results (e.g. Aubinet et al., 2000; Moncrieff et al., 1997). It

does not need additional measurements of other components of the energy balance,

and the equipment has a low power consumption. This last quality was important

as all sites were remote and main power was not available.

1.4 Research objectives and site selection

To answer the three leading questions as identified above the following research topics

will be addressed in this thesis:

• Determine representative parameter sets to model the water use of the main

forest types in the Netherlands;

• Quantify the effect of forest on the water balance.

The study areas were selected to represent the main forest types in the Nether-

lands. It was taken into account that the results of intensive studies on Douglas fir

(Pseudotsuga menziessii) in the centre of The Netherlands (Bosveld, 1999) and on

oak (Querqus robur) at the coast (Dolman, 1988) were already available or would

come available in due course. With this in mind four forest types were selected: the

main forest type in the Netherlands i.e. Scots pine (Pinus sylvestrus), an alterna-

tive to coniferous forest without needles in winter i.e. larch (Larix kaempiferi), a

fast growing forest that was thought to be used in afforestation plans for parts in the

west of the Netherlands with mainly clay and peat soils and a high groundwater table

i.e. poplar (Populus “Robusta”) and a mixed forest consisting of different deciduous

and coniferous trees and also with trees in different age classes. The last site was
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selected because it was considered to be the forest of the future and it was expected

that the same management would be used in the future in naturally managed forest.

Although these four forests compose the main study area, data of one additional for-

est was added: an American oak (Querqus rubra) forest. This American oak forest

was subject of an earlier study (Ogink-Hendriks, 1995). The site was interesting as

it complemented the other sites being a deciduous forest on a sandy soil with a deep

groundwater table.

These sites with their different forest types spread over a relatively small spatial

area, making climate differences relatively small, together with an almost identical

measurement set-up provided a unique opportunity to address the above mentioned

research topics.

1.5 Outline of the thesis

The evaporation of a forest consists of two major components: interception loss and

transpiration. Throughout this thesis distinction will be made between evaporation

of a wet forest, i.e. interception loss and the evaporation of a dry forest, i.e. tran-

spiration and soil evaporation. In general soil evaporation is relatively small under

dry conditions, but the evaporation of the undergrowth may be substantial. How

substantial the contribution of the undergrowth to the total evaporation is, is part

of this study.

One of the possible changes in climate are shifts in precipitation and temperature

distribution combined with a rise in CO2 concentration causing more severe periods

of droughts (e.g. Davi et al., 2006; Kruijt et al., 2008; Baldocchi and Xu, 2007). The

impact of these on the water balance in general will among others depend on the

water use of forests. Two main characteristics determine the water use of vegetated

surfaces: the stomata and the root system. The loss of water is regulated by the

stomatal closure and the availability of water for transpiration is determined by the

root water uptake. It has been shown that vegetation and especially trees are able

to extract water from deep layers enabling them to survive periods of drought (e.g.

Rambal, 1984; Talsma and Gardner, 1986). As it is expected that climate change

will come with prolonged periods without rain (Christensen et al., 2007), in this

study special attention is paid to derive parametrizations for water stress. For areas

like the lower parts of The Netherlands, the connection between the root zone and

the groundwater table often determines the quality of the natural vegetation cover.

Prolonged desiccation because of the cessation of connection between groundwater

and root zone may have serious consequences for such ecosystems.

The theory and equations governing the water and energy flow of a forested plot

are introduced in Chapter 2 “Theory of forest evaporation”. These equations also
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form the basis for the parametrizations of a numerical model. The concepts behind

these equations will be evaluated to determine possible conceptual improvements to

simulate the effects of different forest types on the water balance.

To assure practical applicability of the findings, field data are a prerequisite. For

this thesis an extensive amount of data have been collected at five different forest

sites in the Netherlands. A detailed description including most of the parameters

representing the characteristics of the vegetation and the soil at these sites is pro-

vided in Chapter 3 “Characteristics of the research sites”. The measurement set-up

including a discussion on the associated uncertainties is given in Chapter 4 “Hydro-

meteorological measurements at the sites”.

Chapter 5 “Quality control of the flux measurements” discusses the quality of

the measurements of the latent and sensible heat flux under dry and wet conditions.

As the fetch conditions of the site determine the location and the magnitude of the

contribution of the sources upwind of the flux sensor, an estimation is made of the

length of the fetch. The footprint of the flux measurements together with the quality

assessment of the measurements are also discussed in Chapter 5.

The behaviour of ecosystems in relation to their environment is often explained

and projected into the future by the use of models. To test if such models and their

parametrizations are adequate, the models should be fed by data series that cover

the widest possible data space. In most cases an extensive enough data space is only

obtained by collecting long term data series. For this study the records varied from 2

to more than 10 years. However, as it is almost impossible to obtain continuous series

of measured data, methods to derive data to fill the gaps in the series are explored

in Chapter 6 “Gap filling to generate continuous datasets”.

Chapter 7 “Dry canopy evaporation” describes the variation in parameter values

determining the transpiration rate for five typical forests in the Netherlands and the

contribution of the undergrowth for two of these forest stands. The main objec-

tive in Chapter 7 is to improve our understanding of the processes determining the

transpiration rate of forest, with special attention to the differences between stands

with different tree species and the contribution of the undergrowth. The evapora-

tion rate is measured using different methods: eddy correlation and Bowen ratio (see

Chapter 4). As an independent check on the model performance sap flow measure-

ments done at the Loobos site will be used. In view of the increasing periods of

prolonged droughts, special attention will paid to the root water uptake and the

parametrization of water stress. For the two sites with more abundant undergrowth

an attempt will be made to separate the evaporation rate of the undergrowth and

the trees. To explain the variation in evaporation between years and the variation

between sites the Jarvis-Stewart parametrization using a sparse canopy single and

dual source model will be optimized for different periods. Besides giving insight in
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the variation of these parameters, it will also enable us to investigate the uncertainty

in the parameter values based on relatively short measurement periods.

The precipitation input to a catchment is of paramount importance in obtaining

a good prediction of the run-off. In forested catchments the throughfall rate deter-

mines the net precipitation input to the system. The throughfall amount is the gross

precipitation minus the interception loss, which is defined here as the amount of

precipitation intercepted by the (vegetated) surface and directly evaporated without

reaching the soil. In Chapter 8 “Wet canopy evaporation” the parameters deter-

mining the water holding characteristics of that vegetation, i.e. the storage capac-

ity C and the evaporation rate Ei will be explored. The discussion on the correct

parametrization of Ei is a long standing one. In Chapter 8 we will try to answer the

intriguing question originating from the discussion by Gash et al. (1999) is: “Is there

a relation between the canopy cover and the ratio of the surface roughness lengths

of momentum and heat z0M/z0H and does this ratio change during showers?”. In

this Chapter attention will also be paid to dependency of the storage capacity C on

variables such as leaf area and wind speed and how these relations may change with

season over the year.

To provide the answers to the three main research questions of this thesis, the

findings of the earlier chapters will be integrated in Chapter 9 “Epilogue”. A short

note will describe how the techniques used in this thesis may support the knowledge

water managers may need for e.g. extreme dry conditions. The thesis ends with

suggestions how to improve the derivation of the actual evaporation rate of forests

in the Netherlands and suggestions for further research on this topic.

To facilitate the reader, in the chapters where comparison of tree species is im-

portant, the main tree species of this study are set in italics. Most data used for this

research are available on-line: www.climateXchange.nl (see “verdamping - boshydrol-

gie project”, or select the sites by their name).



Chapter 2

Theory of forest evaporation

2.1 Introduction

The analysis in this thesis is primarily concerned with the vertical transport of water

and the energy balance. Effects of lateral exchanges of water and energy will be

discussed only briefly. In the following sections the concepts to measure and analyse

the one-dimensional interaction of water and energy between soil, vegetation and

atmosphere are discussed.

2.2 Water balance of forests

2.2.1 Water balance above the soil surface

The rate of net precipitation Pnet (m s−1) reaching the soil surface is determined by

the gross precipitation rate P (m s−1), the change in time t (s) of the water storage

dC/dt(m s−1) and the evaporation rate Ei/ρw (m s−1) of water intercepted by the

vegetation above the soil surface, with ρw (kg m−3) being the density of water. Hence

the water balance equation above the surface can be written as:

Pnet = P − dC

dt
− Ei

ρw
(2.1)

Pnet may be determined as the sum of the throughfall rate Tf (m s−1) and stem-

flow rate Sf (m s−1), i.e.:

Pnet = Tf + Sf (2.2)

Throughfall may consist of free throughfall, i.e. precipitation directly falling on

the soil, and of drip, i.e. precipitation first falling on the vegetation before reaching

the soil. Hence, the change in storage rate of intercepted water dC may be expressed

as:
dC

dt
= P − Ei

ρw
− Tf − Sf (2.3)
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where Tf may be replaced by the total of the rate of canopy drip D (m s−1) and the

free throughfall:

Tf = (1− cveg)P +D (2.4)

where cveg (-) is the fraction of canopy cover.

2.2.2 Water balance below the soil surface

The conservation equation of water for a unit volume of soil is:

∂θ

∂t
= −∂q

∂z
− Sroots − SE (2.5)

where θ (m3m−3) denotes the volumetric soil water content, q (m s−1) denotes the

water flow rate, z (m) depth, Sroots (m3 m−3 s−1) represents the sink term for

root water uptake and SE (m3 m−3 s−1) the sink term for latent heat. The second

sink term takes into account the evaporation (as well as condensation) that will be

generated in deeper soil layers and will pass the soil surface as a vapour flux. This

second sink term is for densely vegetated surfaces and relatively humid conditions

relatively small. Therefore in this study, SE will be considered to be negligible for

forests in the Netherlands.

In the soil, water flow may be described by the Darcy flow equation:

q = −k(ψ)∂(ψ + ρwgz)

g∂ρwz
(2.6)

where k(ψ) denotes the hydraulic conductivity (m s−1), ρw the density of water (kg

m−3), g the gravitational acceleration (m s−2), ψ the soil water pressure (Pa) and z

the elevation head (m). Combining the Darcy flow equation with the conservation

equation leads to the Richard equation for one-dimensional vertical transient soil

water flow:
∂θ

∂t
=

∂

∂z

[
k(ψ)(

1

g

∂ψ

∂ρwz
+ 1)

]
− Sroots (2.7)

where θ and k are functions of ψ for which in this thesis the parametric descriptions

as given by Van Genuchten (1980) have been used. The soil water retention curve is

given by:

θ(ψ) = θr +
θs − θr(

1 +
∣∣g−1ρ−1

w αψ
∣∣n)−m (2.8)

and the hydraulic conductivity curve by:

k(ψ) = ks

[(
1 +

∣∣g−1ρ−1
w αψ

∣∣n)m − ∣∣g−1ρ−1
w αψ

∣∣n−1
]2

(
1 +

∣∣g−1ρ−1
w αψ

∣∣n)m(l+2)
(2.9)
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Figure 2.1: Schematic view of the water balance components of a forest.

where θs (m
3m−3) and θr (m

3m−3) are the saturated (ψ = 0) and residual volumetric

soil water contents, α (m−1), n (-), m = 1 − n−1 (-) and l (-) are soil specific

parameters, and ks (m s−1) the saturated hydraulic conductivity.

Combining Eqs. 2.3 and 2.5 and taking into account the lateral and vertical flows

over the borders of a unit volume, allows to describe the water balance of a unit

volume for a forest over a certain period of time (see Fig. 2.1) as:

P =
E

ρw
+ qr,net + qb,net + qlat,net +

dC

dt
+

d
∫ zb
zs
θdz

dt
(2.10)

where qr,net (m s−1) the net surface runoff, qb,net (m s−1) the net discharge rate at

the bottom out of the soil column, qlat,net (m s−1) the net flow rate of the incoming

and outgoing lateral soil water, which may change with depth, z the depth in the soil

(m) with the subscripts s and b indicating respectively the surface and the bottom

boundary of the soil profile. The evaporation flux E (kg m−2s−1) may consist of

evaporation of intercepted precipitation directly from the vegetation or from the

litter layer as well as transpiration of the vegetation and soil evaporation.
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2.3 The energy balance

2.3.1 Radiation balance

The rate of evaporation of forest depends to a large extent on the amount of energy

available to the system. For natural surfaces such as forests, the main energy source

is the sun.

Net radiation flux density Rnet (W m−2) is the balance between upward and

downward flux densities of short and long wave radiation:

Rnet = (1− as)Rs +Rdown
l −Rup

l (2.11)

where as denotes the albedo of the surface, Rs the short-wave (0.3-3 µm) radiation

flux density (W m−2) and Rl the downward and upward flux densities of long-wave

(3-100 µm) radiation (W m−2). The upward longwave radiation Rup
l reads as:

Rup
l = εsσT

4
s + αlR

down
l (2.12)

where εs denotes the emissivity of the surface, σ (= 5.67 · 10−8 W m−2 K−4) is the

Stefan Boltzmann constant, Ts the surface temperature (K) and αl the reflectivity

of the surface for the long-wave radiation. For a natural surface (i.e. an opaque

non-black body) αl = 1− ξl, and as for the same radiation the absorptivity ξl equals

the emissivity, αl is either replaced by 1− εs or is ignored.

2.3.2 Energy storage fluxes in air and vegetation

The change in energy storage J (W m−2) for a volume extending from the surface to

the reference level over a unit area can be separated into three terms (Thom et al.,

1975):

J = JH + JE + Jveg (2.13)

where JH denotes the change in storage of sensible heat in the air, JE the latent heat

storage in the air and Jveg the change in heat stored in the vegetation within the

stand. They are respectively described as:

JH =

∫ zref

0

ρacp
∂T

∂t
dz (2.14)

JE =

∫ zref

0

ρa
∂κ

∂t
dz (2.15)

Jveg =

∫ zref

0

ρacveg
∂Tveg
∂t

dz (2.16)
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where zref is the reference level (m), ρa the density of the air (kg m−3), cp the specific

heat of the air (J kg−1 K−1), T the air temperature (K), κ the specific humidity of

the air (kg kg−1), t the time (s) and z the height (m). The subscript veg refers to

the density ρveg (kg m−3), the specific heat cveg (J kg−1 K−1) and the temperature

Tveg (K) of the vegetation. On a daily basis the energy storage is considered to

be negligible. However, for shorter periods, especially when pronounced changes in

temperature and humidity occur, storage fluxes may reach values up to 100 W m−2.

2.3.3 Soil heat flux density

The heat flux density by conduction in a homogeneous medium may be expressed as:

G = −kT ∂T
∂z

(2.17)

where kT denotes the thermal conductivity (W m−1 K−1). In soil kT is an effective

thermal conductivity and is a weighted average of the individual soil constituents

(De Vries, 1963). To account for the convective transport of heat in soil the effective

thermal conductivity is replaced by an apparent thermal conductivity now relating

temperature gradients to total soil heat flux densities including both conductive and

convective transport of heat. Combining Eq. 2.17 with the conservation equation

yields:
∂

∂z
(k′T

∂T

∂z
) = −∂G

∂z
− SE (2.18)

where k′T is the apparent thermal conductivity (W m−1 K−1), G the soil heat flux

induced by convection and conduction and SE the sink of heat because of vaporisa-

tion. As mentioned before, in a moderate climate with relatively wet soils this sink

is small and will therefore be neglected in this study.

2.3.4 Energy balance of a forest

The latent heat flux density λE (W m−2) couples the water balance in eq. 2.10 with

the energy balance equation:

λE = Rnet −H −G+ Flat − J − µFA (2.19)

where λ denotes the latent heat of vaporisation (J kg−1), H the sensible heat flux

density (W m−2), Flat the lateral advective energy flux density (W m−2), µFA the

flux density of the energy absorbed by the vegetation for net photosynthesis (W m−2).

Here µ ≈ 0.422 J µmol (CO2)
−1 and denotes the solar energy stored in the bonds

of carbohydrate created by photosynthesis, FA (µmol CO2 m−2 s−1). For forests at

mid latitudes, the term µFA of the energy balance is often less than 2% of Rnet.
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2.4 Turbulent fluxes of momentum, latent and sen-

sible heat

2.4.1 Turbulent fluxes based on Reynolds averaging

The atmospheric flux densities of latent heat λE, sensible heat H and momentum

τ can be defined in terms of the turbulent components of the wind velocities, heat

and moisture. Using Reynolds averaging, the velocity components u, v and w (m

s−1) and the scalars potential temperature Θ (K) and the specific humidity of the

air κ (kg kg−1) can be separated in a mean component denoted by an overbar and a

turbulent component denoted by a prime. The velocity components u, v and w are

defined along the x, y and z axes respectively, with z being taken positive upwards.

If we define the direction of the mean flow along the x axis then v = w = 0. Mean

flux across a plane implies correlation between the wind component normal to that

plane and the entity in question (Kaimal and Finnigan, 1994).

Assuming a flat horizontal plane, the covariance between the vertical wind velocity

and an entity gives a direct measure of the flux density across the plane:

λE = λρaw′κ′ (2.20)

H = ρacpw′Θ′ (2.21)

τ = −ρau′w′ (2.22)

where τ denotes the momentum flux or shear stress (kg m−1 s−2). The minus sign

is introduced because momentum is absorbed at the surface and acts as a sink. It

should be noted that τ is defined positively downwards, this in contrast to λE and

H which are defined positively upwards

2.4.2 Turbulent fluxes based on gradients

In analogy to molecular diffusion the fluxes may also be parametrized in terms of

time averaged vertical gradients of wind speed, heat and moisture and eddy-diffusion

coefficients:

λE = −ρaλKE
∂κ

∂z
(2.23)

H = −ρacpKH
∂Θ

∂z
(2.24)

τ = ρaKM
∂u

∂z
(2.25)
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where KE , KH and KM (m2 s−1) are turbulent exchange coefficients for moisture,

heat and momentum. These coefficients depend on height and on the non-dimensional

similarity functions φ:

KX = κzu∗φ
−1
X (2.26)

where the subscript X denotes E, H or M , κ (-) the von Karman constant and u∗ =√
τρ−1

a (m s−1) the friction velocity. These functions are determined experimentally

for a flat surface and are generally assumed to be universally applicable (Dyer, 1974):

φE = φH =

{
(1 + 16|ζ|)−1/2 −2 ≤ ζ ≤ 0

1 + 5ζ 0 ≤ ζ ≤ 1
(2.27)

φM =

{
(1 + 16|ζ|)−1/4 −2 ≤ ζ ≤ 0

1 + 5ζ 0 ≤ ζ ≤ 1
(2.28)

where ζ = z
L is a stability parameter with z the height (m) and L the Monin-Obukhov

scaling length (m). When the atmosphere is unstable ζ < 0, when stable ζ > 0. The

Monin-Obukhov scaling length can be expressed as:

L = − u3
∗
Θ

gκ(w′Θ′)
(2.29)

where g denotes the acceleration of gravity (m s−2). For a tall vegetation such as

forest the displacement height d (m ) is introduced. d is such that under near neutral

conditions and assuming a logarithmic wind profile u = 0 at a height d+ z0M , where

z0M is the roughness length for momentum (m). The stability parameter ζ now

becomes z−d
L .

Integrating φM over the wind profile between d + z0M and the reference height

zref yields the total contribution of atmospheric stability to the momentum flux,

ψM . For unstable conditions the formulation as given by Paulson (1970) has been

applied in this study. For the stable case the formulation as given by Van Ulden and

Holtslag (1985) has been applied:

ψM (ζ) =

{
2 ln( 1+x

2 ) + ln( 1+x2

2 )− 2 arctan(x) + π
2 , −2 ≤ ζ ≤ 0

−(0.7ζ + 0.75(ζ − 5
0.35 ) exp(−0.35ζ) + 0.75 5

0.35 ), 0 ≤ ζ ≤ 1
(2.30)

where x is defined as:

x = (1− 16ζ)0.25 (2.31)

2.4.3 Turbulent transport using eddy diffusivities “K-theory”

It has been shown that the K-theory concept of eddy diffusivities to describe the

turbulent transport in and above the canopy has shortcomings. As noted by Corrsin
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(1974) theK-theory is only applicable if the length scale of the eddies maintaining the

turbulent flux is much smaller than the length scale over which the mean gradients

change. In forest canopies this condition is not always met, as eddies within a forest

canopy may have a length scale similar to the tree height, while the change in mean

gradient can be less than the tree height (Denmead and Bradley, 1985).

The best evidence for the failure of the K-theory is the existence of counter

gradient fluxes within the trunk space, indicating negative eddy diffusivities, together

with positive fluxes above the canopy (Denmead and Bradley, 1985). Raupach (1989)

used a Lagrangian model as an alternative for the K-theory based models. Katul

et al. (1997) showed that the modelled CO2 fluxes using the inverse approach of

the Lagrangian model represent the eddy-correlation measured fluxes in the canopy

better than the K-theory derived fluxes. This finding is at apparent variance with

those of Van den Hurk and McNaughton (1995) and Dolman and Wallace (1991),

who found only a small difference between the fluxes of the two models. For most

applications in forest hydrology, especially for predictive purposes, the K-theory is

still considered the most practical concept (e.g. Shuttleworth, 2007).

2.5 Evaporation of a “dry” forest

When the surface of the vegetation of a forest with a full canopy cover is dry, the

transpiration process is by far the largest contributor to the total evaporation.

The main drivers of the transpiration process are the available energy, i.e. ra-

diation and the specific humidity deficit. The actual amount of water evaporated

depends on both the root water uptake and the extend the leaves open or close their

stomata. Depending on the structure of the leaves, there may also be some water

loss through the cuticula, bypassing the stomata. However, in moderate climatic

conditions such as in the Netherlands this water loss is minor as compared to the

overall transpiration rate.

The opening and closing of the stomata is a physiological process combining

photosynthesis and transpiration. The model concepts for these processes were all

developed in the 1970’s and the 1980’s (e.g. Jarvis, 1976; Cowan, 1977; Ball, 1987;

Farquhar et al., 1980. All of these models use semi-empirical relationships. Until now

it has not been possible to develop a general theory for these semi-empirical relation-

ships as a function of climate, that is able to explain the differences in parameter

values between sites and species.

In this study the emphasis is on the evaporation process under wet and dry condi-

tions and the photosynthesis process will not be taken into account. To use a single

concept to model the evaporation rate for both conditions, the Penman-Monteith

equation has been chosen. As all known functions for the stomatal closure are based
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on empirical relationships with site specific parameters, the classical empirical ap-

proach of Jarvis (1976) will be used for the analysis of the stomata behaviour of a

dry canopy.

2.5.1 “Big leaf” model

To describe the resistance to diffusion of water vapour and heat of the plant surface

at z1 to the reference level at zref , the profile gradient relations may be rewritten in

analogy to electrical circuits:

H = −ρacpΘ(zref )−Θ(z1)

raH
(2.32)

λE = −ρaλκ(zref )− κ(z1)

raE
(2.33)

where raH denotes the aerodynamic resistance for heat (s m−1) and raE the aerody-

namic resistance for vapour (s m−1) respectively. The resistances are the reciprocals

of the eddy diffusivities integrated over the height between the surface and the ref-

erence level. Often the assumptions are made that the leaves are isothermal and the

air in the sub-stomatal cavities of the leaves is saturated. With these assumptions

the resistance of the transfer of water vapour from the sub-stomatal cavities to the

leaf surface is described by a canopy resistance rs:

rs =
E

ρa
[
κ(z1)− κs(Θ(z1))

] (2.34)

where κs(Θ(z1)) is the saturated specific humidity (kg kg−1) at the temperature of

the surface at height z1.

Combination of the above resistance equations for H and λE with the energy

balance equation leads to the well known Penman-Monteith equation and (Penman,

1948 and Monteith, 1965). To derive the Penman-Monteith equation it is needed to

assume that all sinks and sources of water vapour and heat are at the same level,

and ∆ is introduced, i.e. the change of the saturated vapour pressure es (hPa) with

T . This equation is the basis for the “big leaf ”model and has the advantage that all

variables are measured at the same level:

λE =
∆κA+ ρacpκDr

−1
aH

∆κ + cp(1 + rsr
−1
aH)λ−1

(2.35)

where A (W m−2) denotes the energy available for conversion into H and λE and

κD = κs(Θ) − κ is the specific humidity deficit (kg kg−1). The gradient of the
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saturated specific humidity versus the temperature curve (kg kg−1 K−1) is given as:

∆κ =
dκs

dΘ
(2.36)

The aerodynamic resistance raH represents the transport resistance encountered

by moisture and heat moving from the source (in most cases the leaf) to the reference

level. The surface resistance rs for a forest mainly reflects the physiological response

of the canopy to vapour transport to the surface.

2.5.2 Aerodynamic resistance

Often raH is replaced by the resistance for momentum transport raM , which is defined

as:

raM =
u

u2
∗

Under neutral conditions raM can be calculated by:

raM =
1

κu∗
ln

(
zref − d
z0M

)
=

1

κ2u

[
ln

(
zref − d
z0M

)]2
(2.37)

For non-neutral condition a stability correction is added:

raM =
1

κu∗

[
ln

(
zref − d
z0M

)
− ψM

(
zref − d

L

)]
(2.38)

It should be noted that the stability correction for the roughness length has been left

out, as this term is generally negligible in comparison to the other terms. In the case

of the transport of a scalar like heat or vapour, there is an added boundary layer

resistance that in contrast to momentum accounts for the lack of pressure effects on

the exchange of vapour and heat:

rbH =
1

κu∗

[
ln

(
z0M
z0H

)
+ ψM

(
zref − d

L

)
− ψH

(
zref − d

L

)]
(2.39)

Eq. 2.39 leads to the aerodynamic resistance for heat (and vapour):

raH = raM + rbH (2.40)

which under neutral conditions is given by:

raH =
u

u2
∗

+
1

κu∗
ln

(
z0M
z0H

)
(2.41)

and under non-neutral conditions by:

raH =
1

κu∗

[
ln

(
zref − d
z0M

)
− ψH

(
zref − d

L

)
+ ln

(
z0M
z0H

)]
(2.42)
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or:

raH =
u

u2
∗

+
1

κu∗

[
ln

(
z0M
z0H

)
+ ψM

(
zref − d

L

)
− ψH

(
zref − d

L

)]
(2.43)

where z0H denotes the roughness length for heat and ψH the stability function for

heat. As the stability functions ψM and ψH are not very sensitive to the exact value

of the displacement height d and also play a minor role under wet conditions (i.e. <

2% difference), Eq. 2.43 primarily depends on the estimation of the ratio of z0H and

z0M and the correct measurement of u and u∗.

The roughness lengths z0M and z0H are theoretical properties, which cannot be

measured directly. However, if Ts and H are known, raH can be derived from:

raH = ρacp
Θs −Θ(zref )

H
(2.44)

where Θs is an (effective) potential surface temperature. With Eq. 2.44 and Eq. 2.42

z0H may then be calculated by (Blyth and Dolman, 1995):

z0H =
zref − d

exp
[
raHκu∗ + ψH

(
zref−d

L

)] (2.45)

2.5.3 Stomatal conductance

The response of stomata to stress is controlled by a complex set of biomechanical

feedbacks to among others radiation, leaf water potential, ambient water vapour

and carbon dioxide levels. However as these feedback mechanisms vary between

vegetation species and locations, there is still no universal applicable concept available

(e.g. Domec et al., 2009; Leuning et al., 2008; McLaren et al., 2008; Woodruff et al.,

2007). Two main concepts in parametrizing the effect of stomatal closure on the

transpiration rate exist. The first stems from a mainly hydrological point of view,

which basically reduces the maximum possible evaporation rate based on the available

water in the root zone (see e.g. Feddes et al., 2001). The second concept is based

on plant physiological relationships. These relationships describe the opening and

closure of the stomata as being influenced by a number of environmental drivers. In

some of these relationships the feedbacks on the closure of the stomata is enhanced by

enzymatic reactions (e.g. Lösch and Schulze, 1994; Dewar, 2002 or Buckley, 2005).

There are a number of methods to parametrize the stomatal conductance gs (m

s−1). According to Jarvis (1976), the stomatal conductance is a function of solar

radiation, specific humidity deficit, temperature, leaf water potential and ambient

CO2 concentration. Jarvis described the relation between gs and these variables

in a synergistic model, where the maximum stomatal conductance gs,max (m s−1) is
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reduced by stress functions. These stress functions are assumed to act independently.

At present the discussion on the feedbacks of elevated concentrations of ambient

CO2 concentration on the stomatal conductance is ongoing. Fig 8.3 by Jarvis (1980)

suggests that the reaction of the relative stomatal conductance to changes in ambient

CO2 is limited at least for Scots pine. This is in line with the review by Medlyn et al.

(2001) who concluded that conifers have a less pronounced decrease in stomatal

conductance than broad-leaved species. Nevertheless, whether elevated CO2 will

either reduce stomatal frequency in the field, or increase the leaf area, is still a

point of discussion (e.g. Kouwenberg et al., 2003). Additional complications are

the non-univocal outcome of some of the FACE sites (e.g. Calfapietra et al., 2010).

Because of these uncertainties we do not include a parametrization for the ambient

CO2 concentration as suggested by e.g. Jarvis (1976) but will follow Stewart (1977).

Stewart (1977) modified this model to enable the derivation of gs from λE measured

above the forest using the Penman-Monteith equation. The Jarvis-Stewart model for

gs is given by:

gs = gs,max
LAI

LAImax

f(Rdown
s ) f(Ta) f(eD) f(θD) (2.46)

where LAI is the leaf area index and LAImax the maximum leaf area index, f(Rdown
s )

is a function of Rdown
s , f(Ta) is a function of Ta, f(eD) is a function of eD, and f(θD)

is a function of θD. As these functions describe reductions with respect to gs,max, the

functions take values between 0 and 1. The functions as used by different authors, do

not always take the same form. The mathematical formulation of such a function may

have an impact on the parameter values of the other functions (see Ogink-Hendriks,

1995), which puts a constraint on the comparison of parameters obtained from dif-

ferent equations. Furthermore the Jarvis-Stewart model is empirical, so parameter

values are specific for species and sites. As Jarvis (1976) pointed out that, for proper

parameter estimation it is important that the variables adequately fill the variable

space, i.e. all combinations of variable values occur. However, under field conditions

this may not be true. Ta and VPD, for example, are often correlated and in some

cases (e.g. Wright, 1996) regression results may be improved by removing the explicit

dependency on Ta.

For the response to Rdown
s the following function will be used:

f(Rs) =
Rdown

s (Rdown
s,max + aR)

Rdown
s,max(R

down
s + aR)

(2.47)

where aR is a constant and the maximum short wave radiation is set to Rdown
s,max = 1000

Wm−2. The temperature response function to be used is taken as:

f(T ) =
(T − Tmin)

(aT − Tmin)

{
(Tmax − T )
(Tmax − aT )

} (Tmax−aT )
(aT−Tmin)

(2.48)
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where aT (0C) is a constant, Tmin is set to 0 0C and Tmax to 32 0C. The vapour

pressure deficit function to be used is:

f(eD) = e−aeD (eD−ceD ) (2.49)

where aeD (hPa−1) and ceD (hPa) are constants. Stress caused by limited water

availability is the most complicating factor, among others because of the difficulty to

measuring root distributions and θ. Therefore, spatial variability in θ and changes

in time of the root distribution with depth, carry a relatively high uncertainty. In

general a relatively simple approach may be used, which reduces to some extend the

effect of spatial variability in soil water. Therefore, θ will be scaled by:

S =
θ − θr
θs − θr (2.50)

where S (-) denotes the relative saturation. In this case soil water deficit is defined

as θD = 1 − S. θs at each depth will be determined as the maximum θ during the

winter period after the internal drainage rate returned to a negligible value. For

θr the minimum value measured will be used. The degree of saturation over the

root zone will be calculated as the average of the measurements of θ at each depth

weighted by the thickness of the soil layer between the sensors.

To model the stomatal response on soil water stress, a function similar to that of

the vapour pressure deficit will be used:

f(θD) = e−aθD (θD−cθD ) (2.51)

where aθD (m−3m3) and cθD (m3m−3) are constants.

2.5.4 Root water uptake

Water flows along a water potential gradient. Therefore water will flow to the roots

if the roots have a lower water potential than the soil. The root water uptake can be

represented as a sink term that is added to the vertical water flow (see Eq. 2.7). The

flow rate towards the roots depends on the hydraulic conductivity of the soil and the

path length. Root water uptake is in general described by either a microscopic or a

macroscopic approach (Feddes et al., 2001).

The microscopic approach is based on radial flow towards individual roots. The

integral over the root zone of the individual roots describes the entire root system

(see e.g. Jackson et al., 2000). The macroscopic approach represents the rooting

system as a single root. Because the microscopic approach requires detailed root

information that is in general not readily available at most sites, the macroscopic

approach is used in this study.
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Figure 2.2: Movement of soil water as driven by soil water pressure and root water pressure

and leaf water pressure (free after Chapin et al., 2002). Also depicted is the capillary fringe

of which deep roots tap water especially under dry conditions.

The macroscopic approach is often used in hydrological models running on a

daily time step. In these models the actual evaporation rate is based on a water

stress function and the available soil water in the root zone. The water stress may

be described by a function as proposed by Feddes (1978). This root water stress

function can be extended for saline conditions (e.g. Shalhevet et al., 1976).

In the present study the actual evaporation rate is based on Eq. 2.35 and the

feedback of the soil water stress on gs is described by Eq. 2.51. This evaporation

demand is distributed over the soil profile by weighting the root extraction at a

given depth proportionally to the root density and available soil water. The latter is

determined by specifying limiting pressures for the root uptake of water, and as such

represents a decoupling of root uptake from the surface conductance model. The root

water uptake is distributed over the soil profile assuming energy conservation. As a

consequence the root water uptake, from soil layers with high soil water availability

and high root density will be larger, than the root water uptake of soil layers with

less available water and lower root densities (see Fig. 2.2).

For most forests root distribution can be split into two parts: the upper part

with a high root density and the lower part with a low root density often existing of

tap roots only (e.g. Dawson, 1996). Because of the high root density in the upper
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layer it is assumed that, during daytime periods of high evaporation demand, all

available soil water in this layer will be under high water demand by the roots. This

water demand creates large differences in soil water pressure ψ over a relatively short

distance in the soil aggregate. Redistribution of soil water at night (among others by

“hydraulic lift for some species”as reported by Ludwig et al., 2003; Caldwell et al.,

1998; Dawson, 1996) will largely eliminate differences in ψ. The redistribution of

soil water allows for an efficient use of available water of a relatively thin layer at

the top of the soil profile over a large area. In the deeper soil layers, where only a

few roots are present, the distance between the root surface and soil water sources

is much larger. Hence it will take more time to reach equilibrium of ψ in this soil

layer after depletion during daytime by root abstraction. The soil water pressure and

the hydraulic conductivity of the soil will play a major role in the transport of water

from the moist zones towards the drier zones close to the roots in this deeper layer

(see e.g. Feddes et al., 2001).

2.5.5 “Dual source” model for two vegetation layers

The vegetation of a forest is not always a well mixed ensemble of leaves. In such

cases the vegetation of the forest is often better represented by two separate layers,

i.e. trees and understorey. This representation can either be because the canopy of

the trees is not completely closed above a closed layer of undergrowth, or because

the trees are standing wide apart, with distinct patches of vegetation with a limited

height in between.

The contribution of the two vegetation layers can be simulated using a sparse

canopy model (Shuttleworth and Wallace, 1985; Dolman, 1993, Verhoef and Allen,

2000). This model assumes that the contributions of the latent heat flux of the two

sources can be added up:

λE = αλELow + βλEUp (2.52)

where α and β are coefficients determining the weighted contribution of the two layers

indicated by the subscripts Up and Low.

In the case of two layers one above the other, both layers have equal weight, i.e.

α = β = 1 (Fig. 2.3A). In the case of two distinct layers next to each other, i.e.

two distinct vegetation patches, their total weight is one, i.e. α+ β = 1 (Fig. 2.3B).

For the sites in this study the version with the two layers on top of each other i.e.

α = β = 1, will be used.

The model uses separate energy balances for each layer. The layers are coupled

by the in-canopy vapour pressure deficit eD0 (hPa), defined as:

eD0 = eD +
∆eA− (∆e + γ)λE

ρcp
raM (2.53)
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Figure 2.3: Treatment of the water balance components for the layer version (left panel

A) and the patch version (right panel B) of the two layer model with water present on the

layers. (adjusted from Ashby et al., 1996). In the depicted configuration the lower layer

represents vegetation or soil litter. See also Eq. 2.52.

To describe the turbulent transfer within the canopy, K-theory will be used. The

aerodynamic resistance raM to turbulent transfer of the total vegetation cover is the

height integration of the reciprocal of the eddy diffusivity. In case of the two layer

model this integration is composed of two parts. The first part is the resistance in

the vegetation layer integrated from dUp
M + zUp

0M to the height of the upper layer hUp.

The second part of raM is the resistance above the vegetation layer integrated from

the height of the upper layer hUp to the reference height zref . For the first part,

z < hUp, the eddy diffusivity Kz (m2s−1) is:

Kz = KUp
h exp

[
−η

(
1− z

hUp

)]
(2.54)

where η is the eddy decay coefficient and KUp
h is the eddy diffusivity at the height of

the upper layer hUp. For the second part, above the vegetation layer, z > hUp, Kz is

given by:

Kz = ku∗ (z − dM ) (2.55)
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The integrated form of raM becomes then:

raM =
1

ku∗

{
ln

(
zref − dM
hUp − dM

)
−ΨH′

}
+

hup

nKUp
h

{
exp

[
η

(
1− zUp

0M + dUp
M

hUp

)]
− 1

}
(2.56)

where

ΨH′ = ΨH(
zref − dM

L
)−ΨH(

hUp − dM
L

) (2.57)

The eddy diffusivity above the canopy, KUp
h follows from Eq. 2.55. In contrast to the

“big leaf” model the excess resistance of vapour and heat transport adjacent to the

vegetation is explicitly modelled using a boundary layer resistance rb. The surface

resistance of the upper layer is defined by:

rUp
s =

∆e(AUp) +
ρcpeD0

rUp

b

λEUpγ
− ∆e

γ
− 1

 rUp
b (2.58)

For the lower layer:

rLow
s =

[
∆e(ALow) +

ρcpeD0

(rLow
a +rLow

b
)

λELowγ
− ∆e

γ
− 1

]
(rLow

a + rLow
b ) (2.59)

The boundary layer resistance is defined as:

r
Up/Low
b = 100

η

2LAI
Up/Low

[
1− exp(−η

2 )
]
√
L
Up/Low
c

uUp/Low
(2.60)

where L
Up/Low
c is the characteristic length scale (m) of the upper or lower vegetation

layer and uUp/Low the wind speed at the height of the tree canopy and the understorey

respectively. Assuming exponential decay of the momentum transport in the canopy,

the aerodynamic resistance for the lower layer is given by:

rLow
a =

hUp exp(η)

ηKUp
h

[
exp

(
−η z

Low
0M + dLow

M

hUp

)
− exp

(
−η z

Up
0M + dUp

M

hUp

)]
(2.61)

2.6 Evaporation of a “wet” forest

At mid latitudes evaporation is the largest component of the water balance especially

in summer. The uncertainty associated with the measurement and modelling of

evaporation of forests for time steps of a day or less is sometimes as high as 100%.

This is in particular the case during wet conditions.
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The two most important constituents determining the magnitude of the intercep-

tion loss are the amount of water on the vegetation and the rate at which this amount

evaporates. Both entities are difficult to obtain by direct measurement in the field

and are thus often derived in the laboratory or indirectly.

2.6.1 Interception storage

To determine the storage capacity of the vegetation Aston (1979) used weighting

of tree samples (or more specific tree branches) before and after wetting by a rain-

fall simulator in a laboratory. Bouten et al. (1991) used microwave transmission to

measure the amount of water on the leaves in the field. In contrast to these direct

observations, the more common method is to plot the throughfall (or alternatively

the interception loss) against the precipitation as measured above the canopy. The

saturation storage capacity is then derived as the negative intercept of the line, with

a slope of one passing through the upper most points assuming no evaporation loss

for these points (Leyton et al., 1967). Klaassen et al. (1998) discussed some of these

methods based on the same principle. The direct measurements in general provide

high values for the storage capacity, which is caused by the fact that these mea-

surements are executed under laboratory conditions and thus are not representative

for the field. Hence, although these studies can help us to better understand the

processes involved, it is difficult to use these measurements for interception models

like those of Rutter et al. (1971) or Gash (1979) as these models need parameters

representing average field conditions. However, also methods based indirectly on field

measurements have their drawbacks; e.g. the uncertainty in the method of Leyton

et al. (1967) because of the sensitivity to the selection of the data points used. The

number of data points that can be used in the analysis depends on the number of

events (i.e. showers or rainy days) with minimal or no evaporation. Often there are

only a limited number of such events available and it is difficult to determine if the

assumption of negligible evaporation is really applicable under these conditions. In

these cases the uncertainty in the derived parameter values is relatively high. Ignor-

ing other possible errors the uncertainty may amount up to at least half the size of

the lowest resolution i.e. 0.1 or 0.2 mm for the tipping bucket gauges used.

2.6.2 Evaporation rate under wet conditions

At present there are techniques available to measure the evaporation rate directly

such as the Bowen-ratio and the eddy-correlation or -covariance technique. However,

under wet conditions measurement of the vapour pressure (essential in both tech-

niques) is prone to errors, which makes these techniques less suitable. A solution

to bypass this problem is to use H being measured with an eddy-correlation system.
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The evaporation rate is then derived as the residue of the energy balance (e.g. Gash

et al., 1999) or Van der Tol et al., 2003). These measurements suggest a substantial

overestimation of values based on either regression analysis or the Penman-Monteith

equation using rs = 0 s m−1 (e.g. Mizutani and Ikeda, 1994 or Lankreijer et al.,

1999).

2.6.3 Interception loss as a fraction of P

The most simple estimate of interception loss is interception expressed as a fraction

of rainfall on an annual basis. However, the interception loss depends strongly on

the capacity of the vegetation to retain water on its surface. Also the magnitude of

this storage capacity is thought to be linearly dependent on the leaf area. As the

interception loss depends on the leaf area, the interception loss as a fraction of the

precipitation also changes with the seasons (see e.g. Gerrits et al., 2010). These

seasonal changes however, are not necessarily always observed. For example Trimble

and Weitzman (1954) found for a 50 year old mixed hardwood forest Ei = 0.2P (mm)

both during winter and summer.

Later Dolman (1987) reported similar numbers for an oak forest in The Nether-

lands. He attributed the low fraction during the foliated season to two attacks from

the leaf roller moth Tortrix viridana reducing LAI from 4.2 to 2.0.

Calder (1990) found that the effect of thinning on the interception loss of a spruce

forest in England was much less then could be expected on a ratio basis. He attributed

this phenomena to an increased ventilation and a reduced aerodynamic resistance of

the remaining canopy.

Teklehaimanot et al. (1991) studied the relation between tree spacing and inter-

ception loss for one tree species: Sitka spruce. They found a significant relationship

between the number of trees and percentage of throughfall (%); Tf/P = 254.88N−0.19
tree

(R2 = 0.98) where Ntree denotes the tree density. However, their relationship is of

questionable use for most mature forest, because it is very sensitive at low tree den-

sities i.e. producing results with a high uncertainty.

From this short review it may be clear that it is not only the leaf area that deter-

mines the range of interception losses, but other factors also play a role. Crockford

and Richardson (2000) reached similar conclusions based on a review of interception

as a percentage of precipitation. They concluded that it is difficult to derive universal

relationships on the percentage of interception loss for a particular forest and climate.

2.6.4 Interception loss as a function of storm intensity

Horton (1919) derived a series of empirical relationships in estimating interception per

storm event. Assuming an exponential increase of interception as rainfall increases,
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the interception loss Ei (mm) may be written as:

Ei = a
[
1− exp(−bP )

]
(2.62)

where P (mm) is the amount of precipitation of the storm. In Horton’s original

model the two parameters were replaced by one, by defining b as the reciprocal value

of a. The parameter a represents the maximum interception loss and was defined by

Horton as:

a = Cmax + EtP (2.63)

where Cmax (mm) is the storage capacity, E (mm h−1) the wet canopy evaporation

rate and tP the duration of the shower (h). Sometimes EtP is multiplied by the ratio

of the evaporating surface to the projected area, i.e. the leaf area index of vegetated

surfaces. Models of this type can also be applied to daily values of precipitation.

Hall and Harding (1993) and Calder (1990) used the two parameter model with

daily values and obtained satisfactory results for coniferous forest in Britain. Calder

considered b a fitting parameter and did give no physical explanation for the param-

eter.

2.6.5 Interception loss based on physical concepts

During a short time step the evaporation rate of intercepted water is difficult to

measure in the field and only a few studies are available that succeeded in obtaining

reliable observations (e.g. Stewart, 1977). Hence virtually all estimates of evaporation

of intercepted water are based on interception models being calibrated and validated

against gross precipitation, stem flow and throughfall measurements. Some models

make a distinction between the canopy and the stem (Rutter et al., 1975), while

others subdivide the canopy into multiple layers (e.g. Sellers and Lockwood, 1981).

Besides these physically based models, also stochastic models have been developed

(Calder, 1986).

Rutter et al. (1971) formulated one well known physical model. Their model

is based on a running water budget for the canopy and trunk. The evaporation

rate was calculated by means of the Penman-Monteith equation (see Eq. 2.35) with

rc = 0 mm s−1. Rutter et al. (1975) found on a monthly basis satisfactory agreement

between simulated and observed interception loss for Douglas fir, Corsican Pine,

Norway Spruce and Hornbeam, i.e. within 10% of the observed interception loss.

However, they underestimated the interception loss of Oak by 20% of the observed

total loss. The authors ascribed this feature to a possible low estimation of the

roughness length z0M in both leafy and leafless periods. Using slightly different

models but based on the same concept, many other authors obtained, for seasonal
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Figure 2.4: Picture on the left shows a thin layer of water covering the entire surface of

the leaves during a light shower. Picture in the middle shows droplets of rain distributed

on the leaf surface. Picture on the right shows needle leaves with droplets at their tips.

to yearly averages, similar good results for different forest types (e.g. Gash et al.,

1995; Lankreijer et al., 1999; Pypker et al., 2005). However, at shorter time steps

and primarily for low intensity showers, less good results were obtained (e.g. van

Dijk and Bruijnzeel, 2001b).

A common concept used in interception modelling is to consider the interception

storage as a layer of water completely covering the vegetation. In reality this situation

occurs only at either very low rainfall rates or in the presence of fog.

Under most rainfall conditions the leaves will be covered by drops of water (Fig.

2.4). When needles are present nearly all water is accumulated at the tips which

function as drip points.

Butler (1985) and Butler (1986) studied the energy balance of water drops at a

leaf surface and concluded that the conduction of heat from leaf tissue to drops will

significantly increase the evaporation rate of leaf surface water. He also concludes

that as the exposed surface area of drops is 30% of the leaf surface, the evaporation

rate is also about 30% of a totally wet surface, not including the heat conduction

mentioned before.

In a similar way Bosveld and Bouten (2003) presented a single layer model which

allows for energy exchange between a wet and a dry surface fraction by conduction

and for a prescribed degree of stomatal blocking. They conclude that for a dense

Douglas fir forest, most of the transpiration reduction originates from energy com-

petition and micro-climate influence. The remaining reduction was explained by

assuming that during maximum canopy storage one third of the stomata are blocked

by water.

This energy partitioning between different locations within the canopy appears

to be somewhat similar to the findings of Shuttleworth (1978). The latter presented

a multi-layer model written in analytically continuous form, which can be applied

to conditions with large-scale variation in surface wetness. An essential part of the

model is that there is a wet part and a dry part of the canopy, each having a specific

Ts.
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2.6.6 Effect roughness length for momentum and heat on Ei

Sellers and Lockwood (1981) used a multi-layer model and showed that the Rutter

model underestimated the interception loss for low precipitation rates. They pri-

marily attributed this feature to the assumption of Rutter et al. (1971) that during

periods when the canopy is not saturated, the interception evaporation is propor-

tional to the ratio of the actual amount of water on the canopy over the maximum

amount.

Later it was shown by Lankreijer et al. (1993) that for two different sites an

analytical form of the Rutter model (Gash, 1979) gave an overestimation of the

interception loss. They showed that a much better result could be obtained by

introducing an extra resistance for heat and vapour transport in the aerodynamic

resistance.

Gash et al. (1995) however, obtained for the same sites similar good results as

Lankreijer et al. (1993) by introducing a sparse canopy in his original model using only

the resistance for momentum. Good results for sparse pine and eucalyptus forests in

Portugal were also obtained by Valente et al. (1997) using the aerodynamic resistance

for momentum flux and the earlier mentioned sparse canopy concept as applied to

the Rutter and the Gash model. In addition Gash et al. (1999) obtained poor model

performance for the sparse pine forest when the estimated aerodynamic resistance

included an empirical relationship between the roughness lengths for heat/vapour

and momentum derived previously for dry conditions.

Hormann et al. (1996) also used the original Gash model and improved his simu-

lation results by introducing a wind speed dependent canopy storage. Linsley et al.

(1982) stated that as wind speed increases the interception storage capacity is re-

duced, but the rate of evaporation however increased. They concluded that during a

long storm high wind speeds tend to augment total interception while decreasing it

for a short storm.

2.6.7 Methods to derive interception loss and canopy storage

There are different ways to derive interception loss and canopy storage from experi-

mental data. The following section discusses the methods used in this thesis.

For showers saturating the canopy (assuming there is no drip before saturation)

interception loss Ei (mm) can be expressed as:

Ei =

∫ t

0

Edt+ C (2.64)

where t (h−1) is the total duration of the shower, E (mm h−1) the evaporation rate
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and C (mm) the amount of water on the canopy when rainfall and throughfall have

stopped. It should be noted that the term canopy includes leaves, twigs and branches.

Based on Eq. 2.64 Gash (1979) developed an analytical model, later improved by

Gash et al. (1995) introducing the so called “sparse canopy” concept. This concept

has proven to give accurate estimates of interception losses especially on seasonally

and yearly basis provided locally calibrated parameters are used (e.g. Lankreijer

et al., 1999; Pypker et al., 2005). Although this model is event-based, the parameters

used have the same physical meaning as those used by the short time step model of

Rutter et al. (1971). Assumptions used in the Gash model are: stem flow is diverted

to the trunks only after the canopy has become saturated; rainfall is represented by

a series of discrete events separated by periods long enough to allow the canopy to

completely dry; meteorological conditions are constant throughout an event; there is

no drip from the canopy during the wetting-up phase; evaporation from partially wet

canopies is linearly related to the evaporation from saturated canopies. Generally

the assumption is made of one event per day i.e allowing the use of daily data.

The threshold value required to saturate the canopy P ′ is given by:

P ′ = −PCc

Ec

ln

[
1− Ec

P

]
(2.65)

where the storage capacity of the canopy equals Cc = C/cveg (mm) and the evapo-

ration rate per unit canopy cover cveg (-) is Ec = E/cveg, with E (mm h−1) being

the average evaporation and P (mm h−1) the average precipitation rate during the

event.

The Gash model describes Ei on “event basis”by:

Ei = cvegP for P ≤ P ′

Ei = cveg

[
(P ′ − Cc) +

Ec

P
(P − P ′) + Cc

]
for P > P ′

(2.66)

where Eq. 2.66 is based on the underlying assumption that all evaporation takes place

at the same point in the canopy and that stem flow Sf is negligible. See Appendix

A for the stem flow observations at four of the forest sites of this study.

In general E is calculated using the Penman-Monteith equation (see Eq. 2.35),

where rs is set to zero. The aerodynamic resistance raH represents the transport

resistance encountered by moisture and heat moving from the source (in most cases

the leaf) to the reference level (see Eq. 2.43). raH can be derived from Eq. 2.42 if

the potential surface temperature Θs is known.

Direct measurement of Θs is complicated. To obtain a first estimate however,

the outgoing long wave radiation Rup
l can be used. Following Bosveld (1999) the

emissivity εs for the forest is assumed to be close to 1. Often the aerodynamic
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resistance for momentum raM is assumed to be equal to raH . raM can be calculated

for each individual time step using a fixed optimised value for d being based on

friction velocity u∗ and wind profile measurements under near neutral conditions.

A convenient way to express the ratio between the aerodynamic resistance for heat

and momentum is the von Karman constant k times the reciprocal of the Stanton

number B:

kB−1 = ln(
z0M
z0H

) + ψM

(
zref − d

L

)
− ψH

(
zref − d

L

)
(2.67)

The stability corrections in Eq. 2.67 only have effect for the unstable cases and are

often not taken into account (Verma et al., 1986).

To derive an estimate of the values of the parameters C, E and the free throughfall

coefficient pf two methods are used. The most common method is by Leyton et al.

(1967), using P, Tf and Sf either based on showers or daily data, the latter under

the assumption of one shower per day. From the same input data estimates may be

derived for pf = 1− cveg and for the ratio E/P .

As an alternative the storage capacity Cc has been derived by inverting the Gash

model for conditions when the canopy is saturated (Gash et al., 1995):

Cc =

Ec

P

(
Ei − cveg Ec

P
P
)

cveg

(
Ec

P
− 1

)
ln
[
1− Ec

P

] (2.68)

The advantage of this approach is that the derived parameter values will implicitly

inherit the model concept and hence provide the best estimate. To avoid cross cor-

relation between parameters, as many independent measurements as possible will be

used, i.e. estimates of cveg will be based on the LAI-2000 and anascope measurements

in combination with photographs of the canopy. The average evaporation rate has

been based on λE derived as the residual of the energy balance. Cc has been derived

by optimizing Ei in Eq. 2.68.

In most climate models C is estimated by multiplying LAI with a constant factor

i.e. approximately 0.15 for broad-leaved and 0.2 - 0.3 for needle-leaved trees (see

e.g. Luxmoore, 1983; Watanabe and Mizutani, 1994; Wilson et al., 2001). The

review presented by van Dijk and Bruijnzeel (2001b) shows the high variability of

this number due to the method used to derive C (e.g. the data of Lankreijer et al.,

1999) as well as the variability due to other factors than the LAI , e.g. roughness of

the leaves (Waterloo, 1994). In both cases the variation in C per LAI is as high as

100%.

The direct measurement in the field of C is complicated and has been performed

only in a few studies for a limited period (Calder, 1986 and Bouten et al., 1991).
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These studies showed relatively high values for C in contrast to most other studies

using indirect methods. The more widely used indirect method is the method of

Leyton et al. (1967) (see e.g. the overviews by Deguchi et al., 2006; van Dijk and

Bruijnzeel, 2001b). There is however some doubt about what these values physically

represent.





Chapter 3

Characteristics of the research sites

3.1 Introduction

In this Chapter static or slowly changing site characteristics are described. Measure-

ments have been taken at 5 different locations, i.e. Bankenbos, Edesebos, Fleditebos,

Kampina and Loobos (see Fig. 3.1).

The measurements at the locations Bankenbos, Fleditebos and Loobos started

towards the end of 1994 and the beginning of 1995, at the Kampina site early 1996.

The main goal was to establish water balances and parameter sets characterizing

the water and energy balances of different types of forests in the Netherlands. The

instrumentation at these sites was almost identical.

The data at the Edesebos site were collected in the framework of the “Forest and

Water”project of the Research committee on Water management of Nature, Forest

Figure 3.1: Location of the sites.
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and Landscape. To establish the water balance of this forest 3 campaigns in 1988,

1989 and 1990 were executed (Hendriks et al., 1990).

3.2 Methods being used

Almost all forests in the Netherlands are man-made. As a consequence the tree

species found are reflecting the ideas in forest management at the time of planting.

The choice of the tree specie to be planted is often a combination of the management

objective (e.g. wood for construction, paper production, nature reserve) and the

expected growth characteristics based on the soil type and the hydrological regime

at the location. The undergrowth of the forest grows naturally and depends on

soil type and the hydrological regime in combination with the quality of the litter

of the trees. Hence each forest stand is a unique combination of vegetation, i.e.

trees and undergrowth, soil type and hydrological regime. In the Netherlands, with

its flat topography, the depth of the groundwater table together with the hydraulic

characteristics of the soil determine the hydrological regime of a location and hence,

the amount of water available for root uptake of the vegetation.

3.2.1 Vegetation characteristics

Vegetation characteristics such as tree density Ntree, tree diameter at breast height

DBH , tree height ztree, lowest level of the canopy zcan and canopy diameter Dcan,

were measured every one or two years.

Tree height ztree as presented in this chapter represents the average ztree of all

trees in the stand. For ztree to be used in conjunction with the reference height zref
of the meteorological measurements, the heights as observed from the tower should be

used. Differences between these two heights are caused by differences in topography

as is the case at the Loobos site.

The fraction of the canopy cover cvegwas estimated at all sites but the Edesebos

site by using the measurements of the LAI-2000 (Li-Cor) sensor (see Fig. 3.2). To

check the accuracy of these estimates simultaneously measurements with the LAI-

2000 sensor were made and pictures were taken using a digital camera above all 36

throughfall buckets at each site. The average cveg of both methods differed less than

4% of the total coverage at all occasions. At the Edesebos site cveg was measured

using an anascope similar to the one applied by Ford (1976). At 380 points distributed

over an area of 400 m2 surrounding the tower the anascope was used to detect the

canopy cover.

The Leaf Area Index LAI was measured at the Loobos site by destructive sam-

pling. At all other sites LAI was measured using leaf litter fall trays or optical sensors,
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Figure 3.2: Employment of the LAI-2000 sensor below the canopy to measure the leaf

area.

i.e. LAI-2000 (Li-Cor).

To derive LAI from the leaf litter fall, the leaf area was measured from sub samples.
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For the needle leaves 10 sub samples of 100 needles each were taken of each sample.

For the broad leaves the leaf area of 10% of each sample was measured. After that the

leaves were dried for one week and weighed. The dry weights were used to calculate

the maximum LAI .

From 1996 onward LAI measurements were made using two LAI-2000 (Li-Cor)

simultaneously. Typically measurements were made every two weeks in the growing

season, otherwise every month. At each site one instrument was mounted on top of

the scaffolding tower and one employed along transects including 70 to 100 measure-

ment points with a 3 m spacing below the canopy. Care was taken for each set of

measurements to measure as much as possible under the same conditions. Points were

chosen to prevent tree stems from obstructing the view. Under overcast conditions

measurements were made above the head of the operator. Under sunny conditions

the operator was blocked out by using a cap covering 450 of the surface of the sen-

sor lens. No significant differences could be detected between the two methods of

operation.

The measurements made with the LAI-2000 sensor were calibrated by comparing

the measurements with the results from the litter trays or with the results from

the destructive sampling. For this calibration it was assumed that the LAI-2000

instrument measures the Vegetation Area Index V AI and that during the leafless

periods these measurements represent the Wood Area Index W AI . LAI was then

obtained by the relationship:

LAI = V AI −W AI (3.1)

3.2.2 Soil physical characteristics

To obtain the soil water characteristics θ(ψ) and k(ψ) as defined by the Eqs. 2.7 and

2.9, undisturbed soil samples were taken in duplicate at different depths and analysed

in the laboratory. To determine the water retention characteristics the evaporation

method of Wind (1968), Boels et al. (1978) and Wendroth et al. (1993) was used.

For the clay soil at Fleditebos additional measurements of θ were performed using a

membrane press (at ψ = + 0.5 MPa and ψ = + 1 MPa). Also a measurement of θ

at ψ = 0.01 MPa was made in a room at constant T and κr of 50% (personal com-

munication Veerman, 1998). To reduce the uncertainty of the evaporation method

in the wet range for the determination of the k(ψ) characteristics, the results of the

evaporation method were combined with those of the drip infiltrometer.

The soil fractions were derived in the laboratory and based on mixtures of 10

samples at each location and depth. The clay fraction has been defined as the mineral

parts up to 2 µm, the sand fraction consisting of the mineral parts between 2 and

2000 µm and thus includes the silt fraction.
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Figure 3.3: Larch stand at the Bankenbos site showing the litter trays and the scaffolding

tower. Low resolution picture taken with one of the first digital camera’s.

3.3 Bankenbos

This site (53◦1′21′′N – 6◦24′32′′E) being located close to the town of Veenhuizen is

covered by a 100% Japanese larch (Larix Kaempferi) stand.

The area of the Bankenbos site was 250 m by 900 m, with the greatest length

being oriented in SW to NE direction. The stand was located at the edge of a larger

forest system containing other tree species, such as oak. At the west side the stand is

connected to a cut over bog being covered by purple moor grass (Molinia Carulea).

To obtain the best fetch for the prevailing SW wind direction, the measurement tower

was placed in the NE corner of the stand. The shortest distance from the tower to

the bog was 200 m. Fig. 3.4 shows the main land use around the flux tower.

The larch trees had an average height ztree of 22 m and a tree density Ntree of 300

stems ha−1. There was a very sparse undergrowth of purple moor grass. Table 3.1

summarizes the different parameters characterizing the vegetation of the Bankenbos

site.

In 1995 and 1996 LAI was measured using 5 leaf litter fall trays of 1 m2 each.

The V AI measurements made with the LAI-2000 were converted into LAI using Eq.
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Figure 3.4: Different types of land use in an area of 2 x 2 km surrounding the Bankenbos

site as classified in the land use database LGN.

Table 3.1: Vegetation characteristics near the tower at the Bankenbos site. All values are

average values for the stand. The standard deviation if available is also provided. The tree

heights ztree are given at the start as well as at the end of the observation period. All other

characteristics have been averaged over this observation period.

Site Bankenbos Stand. dev.

Tree species Larch

Undergrowth Purple moor grass

Planting year ±1930

Observation period 1995-1997

Tree density, Ntree 300 tree ha−1

Tree height, ztree 22.0-23.4 m ± 1.5 m

DBH 0.29 m ±0.04 m

Crown radius 3.31 m

Projected crown area 35 m2tree−1 ±11 m2tree−1

Crown base, zcan 14.7 m ±1.5 m

LAItree, maximum 1.8 m2m−2

LAIundergrowth, maximum <1.0 m2m−2

Canopy cover fraction, cveg, maximum 0.6

Canopy cover fraction, cveg, minimum 0.4

Rooting depth, zroot, 90% of all roots 0.3 m

Rooting depth, zroot, maximum 0.7 m
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Figure 3.5: Leaf Area Index (LAI) of the larch stand at the Bankenbos site for the different

years.

3.1. Based on the V AI measurements made during the leafless period, the W AI for

the larch trees was estimated as 0.92 m2 m−2. Comparison of the resulting values

with the LAI values from the litter trays yielded a correction factor of 1.89. This

calibration factor was used to correct the LAI-2000 measurements for the other years.

The thus derived LAI was lower than the values reported by Breuer et al. (2003), i.e.

most likely because of the much higher stand density and younger age class of the

stand reported by Breuer et al. (2003). The LAI -values compared well with the values

reported by Ohta et al. (2008) for a larch stand of comparable tree density. Chason

et al. (1991) found for an oak-hickory stand that the LAI-2000 underestimated LAI

using a litter trap by 45%. This underestimation is comparable with our results, i.e.

an underestimation of 47% of LAI in comparison with the litter traps was found. In

Fig. 3.5 the projected one-sided LAI for the different years is depicted.

Most of the roots were found in the first 0.3 m, with some roots occurring at 0.7

m depth.

The soil consists of a 1 m layer of fine loamy sand on top of a loam layer. The

photograph of the soil profile at the Bankenbos site in Fig. 3.6 clearly shows the

upper soil layer with a high fraction of organic matter and the slightly grey bottom

layer containing some loam.

The volume fractions of sand Xq, clay Xc and organic material Xo as well as

the soil density ρ for different depths are given in Table 3.2. Table 3.3 shows the

hydraulic characteristics of the soil at different depths. The layer of sand decreases

from 1.5 m at the west side to 0.5 m at the east side of the stand.

During the observing period the groundwater level varied between 0.82 cm and

2.43 cm below the surface. The average groundwater table depth during the observing
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Figure 3.6: The soil profile at the Bankenbos site showing the accumulated organic matter

on top of the mineral soil. The length of the tape in the picture is 1.2 m.

Table 3.2: Volume fractions of sand Xq, clay Xc and organic material Xo and the densities

ρ at the Bankenbos site.

Depth Xq Xc Xo ρsample

(m) (m3m−3) (m3m−3) (m3m−3) (kg m−3)

0-0.30 0.41 0.01 0.05 1260

0.55-0.70 0.64 0.01 0.02 1650

0.60-0.90 0.65 0.02 0.01 1760

period was 1.7 m below the soil surface. At the east side of the stand there is a ditch

with a depth of 1.9 m.

Under dry conditions the relatively high groundwater table may provide an ad-

ditional source of water for the roots to tap into. Under wet conditions the low

permeability of the loam layer sometimes creates a perched groundwater table close

to the surface. Under these conditions the tree roots may suffer from oxygen short-

age. During the period of observation of our study a perched groundwater table only

occurred during winter and early spring and as such did not influence the physiology

of the trees.
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Table 3.3: The soil hydraulic parameters obtained by fitting ψ(θ) and k(ψ) to respectively

Eqs. 2.7 and 2.9 at the Bankenbos site. The last column shows the hydraulic conductivity

ks as determined separately for a saturated sample. The second sample at 0.90 -0.98 m

depth consisted mainly of loam. The depth is given below the top of the mineral layer.

Depth θr θs α n m l ks
sat. sample

(m) (-) (-) (cm−1) (-) (-) (-) (cm d−1) (cm d−1)

0.10-0.18 0.01 0.53 0.0147 1.651 0.394 0.000 11.479 127.0

0.32-0.40 0.01 0.40 0.0190 1.869 0.465 0.000 19.956 123.0

0.56-0.64 0.01 0.33 0.0179 2.882 0.653 0.000 18.260 248.0

0.90-0.98 0.01 0.31 0.0175 2.181 0.542 0.000 10.558 48.0

0.90-0.98 0.01 0.32 0.0366 1.154 0.133 -3.751 59.144 -

Figure 3.7: View through the oak canopy on the tower at the Edesebos site

3.4 Edesebos

The Edesebos site was located near the town of Ede (52◦02′19′′N – 5◦45′06′′E) being

covered for more than 90% by red oak (Quercus rubra), Fig. 3.7.

The area of the oak stand amounts to 16 ha and is surrounded by coniferous forest.
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Figure 3.8: Different types of land use in an area of 2 x 2 km surrounding the Edesebos

site as classified in the land use database LGN.

The sparse undergrowth is regrowth of cut red oak. Fig 3.8 shows the main land use

in the surroundings of the flux tower. The length of the fetch is somewhat limited,

i.e. ± 300 m. However, it is not expected that this limited fetch will have a major

effect on the daytime flux during the growing season. Especially as the surrounding

coniferous forest will cause only a small change in surface roughness.

The average tree height was 17.1 and 17.4 m in 1988 and 1989 respectively. Other

tree species found at the site were birch (Betula spec.) and Douglas fir (Pseudotsuga

menziesii). The tree density amounted to 600 stems ha−1.

Table 3.4 summarizes the different parameters characterizing the vegetation of

the Edesebos site.

For the Edesebos location LAI was measured using 9 leaf litter trays in combina-

tion with photographs taken with a fish-eye lens. The seasonal trend is depicted in

Fig. 3.9.

At the Edesebos site detailed measurements of the root distribution were made.

Along a trench excavated between 2 trees all roots were counted. The fine roots, i.e.

roots with a diameter < 1 mm, follow an exponential distribution with depth (see

Fig. 3.10). Most roots, i.e. 90% was found in the upper 0.65 m of the soil. Some

roots however, were found at 1.6 m depth.

The soil is a loamy sand with a deep groundwater table depth being at approxi-

mately 5 m below the soil surface (Hendriks et al., 1990). The top 0.7 m of the soil

consists of loamy fine sand, ρ = 1100 - 1300 kg m−3. Below this horizon the loam

fraction decreases and ρ increases to 1600 kg m−3. The deeper soil layer consists of
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Table 3.4: Vegetation characteristics near the tower of the Edesebos site. All values are

average values for the stand. As the original tree characteristic data were not available, only

a limited number of variables is shown. The tree heights ztree are given at the start as well

as at the end of the observation period. All other characteristics have been averaged over

this observation period.

Site Edesebos

Tree species Oak

Undergrowth Bare soil and some regrowth of oak

Planting year 1944

Observation period 1988-1990

Tree density, Ntree 600 tree ha−1

Tree height, ztree 17.1-17.4 m

LAItree, maximum 4.9 m2m−2

LAIunder, maximum <1.0 m2m−2

Canopy cover fraction, cveg, maximum 0.69

Canopy cover fraction, cveg, minimum 0.2

Rooting depth, zroot, 90% of all roots 0.65 m

Rooting depth, zroot, maximum 1.6 m

Figure 3.9: Leaf Area Index (LAI) of the oak stand at the Edesebos site for different years.

sand with some bands of fine gravel. The volume fractions of sand Xq, clay Xc and

organic material Xo as well as the soil densities ρ for different depths are presented
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Figure 3.10: Fine root (diameter < 1 mm) distribution of the oak stand at the Edesebos

site.

Table 3.5: Volume fractions of sand Xq, clay Xc and organic material Xo and the densities

ρ at the Edesebos site. Remarks: 1) Litter layer. 2) Values are estimated.

Depth Xq Xc Xo ρsample

(m) (m3m−3) (m3m−3) (m3m−3) (kg m−3)

-0.05-01 0.07 0.0 0.12 400

0-0.702 0.55 0.01 0.02 1200

0.70-1.602 0.60 0.01 0.02 1600

in Table 3.5. Table 3.6 shows the hydraulic characteristics of the soil at different

depths.

Table 3.6: The soil hydraulic parameters obtained by fitting ψ(θ) and k(ψ) to respectively

Eqs. 2.7 and 2.9 at the Edesebos site. The depth is given below the top of the mineral

layer. The first row shows data from the litter layer on top of the mineral layer.

Depth θr θs α n m l ks
(m) (-) (-) (cm−1) (-) (-) (-) (cm d−1)

-0.05-0.0 0.000 0.62 0.022 1.616 0.500 5.662 300.0

0.11-0.19 0.001 0.49 0.040 1.459 0.500 1.385 200.0

0.33-0.41 0.001 0.41 0.028 1.555 1.211 1.211 200.0

0.51-0.59 0.001 0.35 0.032 1.598 0.500 0.978 200.0

0.96-1.04 0.010 0.33 0.141 1.593 0.372 -0.158 80.0
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The groundwater table raised by 0.9 m from 5.5 m below the soil surface in Jan-

uary 1988 to 4.6 m in December 1988. During 1989 the groundwater table remained

at this level for most of the year and only started to drop towards the end of 1989.

The groundwater table lowered at the same rate in 1990. At the end of 1990 the

groundwater table was at 5.2 m below the soil surface.

With these low groundwater tables (the highest level was at 4.6 m depth), it

is unlikely that the trees will be able to use the groundwater reservoir to sustain

evaporation during dry periods.
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Figure 3.11: Poplar stand at the Fleditebos site with stinging nettle and grass as main

undergrowth. Also visible is a part of the trough to measure the throughfall. Low resolution

picture taken with one of the first digital camera’s.

3.5 Fleditebos

This site was located in a poplar (Populus) stand (52◦19′06′′N – 5◦27′12′′E) near

Zeewolde on a land reclamation area. The average elevation of the stand is NAP –

3.5 m.

The measuring tower was located almost in the middle between the two ditches

draining the area. In a radius of 500 m around the tower almost 80% was covered with

poplar with the dominant clone Populus Robusta. Of the total area approximately

5% was in use as grassland, open water or roads. Other tree species found near the

site were ash (Fraxinus esp.), oak (Quercus rubra), sycamore (Acer pseudoplatanus)

and beech (Fagus sylvatica). The site was surrounded by other similar stands of

mainly poplar trees with similar height.

Fig. 3.12 shows the main land use in the surroundings of the flux tower.

Table 3.7 summarizes the different parameters characterizing the vegetation of

the Fleditebos site.

The poplar trees were planted in 1985. The trees were set every 4.5 m in rows with
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Figure 3.12: Different types of land use in an area of 2 x 2 km surrounding the Fleditebos

site as classified in the land use database LGN.

Table 3.7: Vegetation characteristics near the tower at the Fleditebos site. All values are

average values for the stand. The standard deviation if available is also provided. The tree

heights ztree are given at the start as well as at the end of the observation period. All other

characteristics have been averaged over this observation period.

Site Fleditebos Stand. dev.

Tree species Poplar

Undergrowth Stinging nettle, cleavers, grass

Planting date 1985

Observation period 1995-1998

Tree density, Ntree 440 tree ha−1

Tree height, ztree 16.2-18.7 m ± 0.5 m

DBH 0.24 m ±0.02 m

Crown radius 2.57 m

Projected crown area 20 m2tree−1 ±4 m2tree−1

Crown base 8.7 m ±0.8 m

LAItree, max. 3.7 m2m−2 0.01 m2m−2

LAIunder, max. 4.0 m2m−2

Canopy cover fraction, cveg, maximum 0.8

Canopy cover fraction, cveg, minimum 0.2

Rooting depth, zroot,90% of all roots 0.6 m

Rooting depth, zroot,maximum 1.8 m



50 3. Characteristics of the research sites

Figure 3.13: Leaf Area Index (LAI) of the trees and the undergrowth at the poplar stand

of the Fleditebos site for different years.

a distance of 5 m. Poplar is a fast growing species: the average height of the trees

ztree at the start of the measurements was 16.2 m and at the end of the measurement

period 18.7 m. The under-growth was dense and consisted of grass with patches of

stinging nettle (Urtica dioica) and cleavers (Galium aparine). The stinging nettle

and cleavers reached a height of 1.5 m. Under the other tree species there was nearly

no under-growth.

In 1995 and 1996 LAI was measured using 5 leaf litter fall trays of 1 m2 each. The

Vegetation Area Index (VAI ) measurements made with the LAI-2000 were converted

into LAI using Eq. 3.1. Based on the LAI measurements made during the leafless

period LAI for the poplar trees was estimated as 0.72 m2 m−2. Comparing the

resulting values with LAI values from the litter trays yielded a correction factor of

1.91, which is comparable to the value of Chason et al. (1991). This calibration factor

was used to correct the LAI-2000 measurements for the other years. The thus derived

LAI compares well with other studies, e.g. Breuer et al. (2003).

In 1997 the LAI-2000 sensor was also used to measure LAI of the understory.

In Fig. 3.13 the projected one-sided LAI of the poplar trees and of the under-

growth is depicted.

Most roots at the Fledite site were found in the upper 0.6 m of soil. Deeper down

to a depth of 1.8 m, the roots followed the major cracks along the soil aggregates.

The soil profile consists of a 2 to 3 m layer of clay overlying sand. Fig. 3.14 shows

a photograph of the soil profile.
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Figure 3.14: The soil profile at the Fleditebos site showing 3 distinctive layers. On top of

the deepest layer sea shells are present. The large cracks that occurred after the land was

reclaimed from the sea, can clearly been seen at the left side of the pit. The length of the

tape in the photograph is 1.7 m.

Table 3.8: Volume fractions of sand Xq, clay Xc and organic material Xo and the densities

ρ at the Fleditebos site.

Depth Xq Xc Xo ρsample

(m) (m3m−3) (m3m−3) (m3m−3) (kg m−3)

0.07-0.34 0.35 0.09 0.06 880

0.36-0.70 0.28 0.16 0.02 980

0.90-1.10 0.20 0.11 0.05 1100

The volume fractions of sand Xq, clay Xc and organic material Xo as well as the

soil density ρ for different depths are presented in Table 3.8. For convenience the

weight fractions in kg kg−1 of sand, silt and clay are provided in Appendix B. These

weight fraction show the large faction of soil particles < 16 µm in the lower layer,

i.e. 60.8% of total dry matter. Table 3.9 shows the hydraulic characteristics of the

soil at different depths.

It should be noted that the soil properties as presented in Table 3.9 for the Fledite-
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Table 3.9: The soil hydraulic parameters obtained by fitting ψ(θ) and k(ψ) to respectively

Eqs. 2.7 and 2.9 at the Fleditebos site. The last column shows the hydraulic conductivity

ks as determined separately for a saturated sample. The depth is given below the top of

the mineral layer.

Depth θr θs α n m l ks
sat. sample

(m) (-) (-) (cm−1) (-) (-) (-) (cm d−1) (cm d−1)

0.03-0.11 0.01 0.64 0.2641 1.156 0.135 -3.832 117.632 >1000

0.36-0.44 0.01 0.50 0.1045 1.104 0.094 -0.906 174.964 >1000

0.62-0.70 0.01 0.58 0.0961 1.075 0.070 -6.653 38.647 >1000

0.70-0.78 0.01 0.64 0.0507 1.026 0.025 -3.310 259.085 >1000

bos site are only valid for the hexagonal pedons and do not include the influences

of permanent cracks. For these cracks the concepts for the flow of soil water in the

unsaturated zone as discussed in Chapter 2 do not apply. They have to be adjusted

for example as described by Van Dam (2000), who used field measurements of crack

volume and crack depth to describe the swelling and shrinking of a clay soil. However,

as these heavy clay soils at the Fledite site are non-swelling, the cracks are permanent

and they function as artificial drains, due to which the saturated hydraulic conductiv-

ity ks of these soil layers can be as high as 10 m d−1. Groen (1997) even estimated the

saturated permeability for similar soils at 300 to 500 m d−1. He obtained satisfactory

results for the outflow of pesticides of such heavy clay soils with permanent cracks.

To obtain these results he simulated the permanent cracks as imaginary drains just

above the soil layer were the cracks start.

The groundwater table in winter was approximately at 1.2 m below the surface

and during summer at 2 m. The area was drained by plastic tube drainage with a

spacing of 48 m. These drains discharged in two ditches running from south to north.

The distance between the two ditches was 500 m. Fig. 3.15 shows a transect of the

soil surface perpendicular to the direction of the two ditches. Also depicted in the

same figure are the groundwater levels zg in spring and at the end of the summer.

The two ditches can clearly be seen by the drop in surface elevation. Even in the

relatively wet period in March the angle of the slope of the groundwater table towards

the ditches is very small. The relatively flat groundwater table is most likely caused

by the existence of the large cracks in the lower parts of the soil.

In the northern part the ditches with a length of 1200 m ended in a channel. The

water level in the channel was kept at 5.2 m below NAP. From visual observations it

was concluded that the draining function of the tubes was almost zero. However, the

draining was taken over by the permanent cracks in the clay. These cracks stayed
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Figure 3.15: Cross section of the soil surface zs (solid line) at the locations of the ground-

water observing tubes at the poplar forest of the Fleditebos site. Also depicted are the

groundwater levels zg in spring and at the end of summer.

after the reclamation of the land and were at some places as wide as 10 cm.

Although the groundwater levels during the observing period were relatively high,

in winter and summer a significant drop at the centre of the plot between the two

ditches occurred. This drop shows the low hydraulic conductivity of these clay soils.

Therefore it is questionable if during dry periods the roots will be able to extract

water from the deeper layers at a sufficiently high rate to maintain an evaporation

rate close to potential.
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Figure 3.16: View of the undergrowth below the birch and pine trees near the scaffolding

tower at the mixed forest of the Kampina site. Low resolution picture taken with one of the

first digital camera’s.

3.6 Kampina

The Kampina site (51◦34′01′′N – 5◦17′27′′E) was located near the town of Boxtel.

The stand is a mixed forest, both in species and tree age. Because of this mix

the forest has a layered structure, as can be seen in Fig. 3.16. The forest to the

west side is mainly beech (Fagus sylvatica) and oak (Querqus robur) with nearly no

undergrowth. Most of these trees were planted between 1890 and 1900. The canopy

cover of this part of the forest is mainly high (> 80%). To the east side the forest is

more open and the trees are mainly pine (Pinus sylvestris) with some birch (Betula

pendula and Betula pubescens) and an undergrowth of purple moor grass (Molinia

Carulea) and wavy hair grass (Deschampsia flexuosa). The pine trees were partly

planted around 1930 and partly natural regrowth. In between these two more or less

distinct forest patches there is a strongly mixed forest with an undergrowth of purple

moor grass and seedlings from the trees. The distribution of the main tree species in

the area (500 m radius) around the tower was 33% pine, 29% beech, 27% oak, 10%

birch. Fig. 3.17 shows the main land use in the surroundings of the flux tower. A

more detailed description of the vegetation at Kampina may be found in Jonkheer
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Figure 3.17: Different types of land use in an area of 2 x 2 km surrounding the Kampina

site as classified in the land use database LGN.

(1989).

Table 3.10 summarizes the different parameters characterizing the vegetation of

the Kampina site.

Because of the mixture of coniferous evergreen and broad-leaf deciduous trees at

the Kampina site it was not possible to calibrate the average LAI estimates of the

LAI-2000 sensor. Hence for this site the minimum LAI values reflect the average

of the LAI of all trees, i.e. deciduous and evergreen, as well as the needle area of

the conifers. In Fig. 3.18 the projected one-sided LAI of the trees and the grass

undergrowth is depicted.

The majority of the roots were found in the first 0.5 m. Maximum rooting depth

was 1.2 m.

The soil is sandy. The volume fractions of sand Xq, clay Xc and organic material

Xo as well as the soil density ρ for different depths are tabulated in Table 3.11. Table

3.12 shows the hydraulic characteristics of the soil at different depths.

In winter the groundwater table was at approximately 0.5 m depth, in summer

at 1.8 m depth. With a maximum rooting depth of 1.2 m it is expected that during

our measuring period the trees had access to the groundwater reservoir all the time.

The main management objective of the area was to restore the wetland vegetation.

Therefore most of the ditches in the area surrounding the site were dammed in

1997, with the purpose to keep the groundwater table as high as possible. This

high groundwater table sometimes caused parts of the area to be flooded in winter,

however during the measuring period of this study it occurred in 1998 only for a
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Table 3.10: Vegetation characteristics near the tower at the Kampina site. All values are

average values for the stand. The standard deviation if available is also provided. The tree

heights ztree are given at the start as well as at the end of the observation period. All other

characteristics have been averaged over this observation period.

Site Kampina Stand. dev.

Tree species Mixed deciduous coniferous

Undergrowth Purple moor grass

Planting year 1890,1930

Observation period 1996-1998

Tree density, Ntree 310 tree ha−1

Tree height, ztree 16.6-17.0 m ± 4.1 m

DBH 0.26 m ±0.12 m

Crown radius 3.56 m

Projected crown area 40 m2tree−1 ±28 m2tree−1

Crown base 7.1 m ±3.8 m

LAItree, max. 3.8 m2m−2 0.09 m2m−2

LAIunder, max. 1.3 m2m−2

Canopy cover fraction, cveg, maximum 0.95

Canopy cover fraction, cveg, minimum 0.45

Rooting depth, 90%/max. 0.4 m

Rooting depth, zroot, maximum 1.2 m

Table 3.11: Volume fractions of sandXq, clayXc and organic materialXo and the densities

ρ at the Kampina site.

Depth Xq Xc Xo ρsample

(m) (m3m−3) (m3m−3) (m3m−3) (kg m−3)

0-0.20 0.52 0.01 0.05 1320

0.20-0.50 0.53 0.01 0.01 1450

few days. These measures were mainly aimed to improve the hydrological conditions

of the neighbouring fens, but are not necessarily beneficial to the trees in the area.

Especially if the high groundwater table is maintained over a long period damage to

the tree roots is likely to occur
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Figure 3.18: Leaf Area Index (LAI) of the trees and undergrowth at the mixed forest

stand of the Kampina site for different years.

Table 3.12: The soil hydraulic parameters obtained by fitting ψ(θ) and k(ψ) to respectively

Eqs. 2.7 and 2.9 at the Kampina site. The last column shows the hydraulic conductivity ks

as determined separately for a saturated sample. The depth is given below the top of the

mineral layer.

Depth θr θs α n m l ks
sat. sample

(m) (-) (-) (cm−1) (-) (-) (-) (cm d−1) (cm d−1)

0.03-0.11 0.01 0.46 0.0195 1.657 0.397 2.0 38.372 30.2

0.30-0.38 0.01 0.45 0.0242 1.347 0.258 2.0 68.470 75.0

0.50-0.58 0.01 0.34 0.0109 2.891 0.654 1.0 37.646 217.0

3.7 Loobos

The Loobos site is located near Kootwijk (52◦10′04′′N – 5◦44′38′′E) The main tree

species is Scots pine (Pinus sylvestris). The forest extends in all directions for more

than 1.5 km. Around 1909 the trees were planted on sand dunes, being widely spaced

with some open spots.

In a radius of 500 m around the flux tower almost 90% of the area is covered

with Scots pine, 3% of the area is open and mostly covered with heather and grass,

Fig. 3.19. Other tree species in the forest stand are Corsican or black pine, birch,

Douglas fir and oak. The average tree height at the start of the measurements was
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Figure 3.19: Scots pine with an undergrowth of grass at the Loobos site.

15.1 m. The undergrowth of the forest is a closed cover of mainly grass (Deschampsia

flexuosa). Fig. 3.20 shows the main land use in the surroundings of the flux tower.

Table 3.7 summarizes the different parameters characterizing the vegetation of

the Loobos site.

For the pine trees at the Loobos site destructive measurements were used to

establish relations between sapwood area, branches and needle area. These relations

were used to calculate LAI . LAI thus obtained was used to check the LAI-2000

measurements. Surprisingly enough the differences between both LAI estimates were

relatively small: an overestimation of 22% by the LAI-2000. This overestimation is in

contrast with most other studies (e.g. Stenberg et al., 1994). Stenberg et al. (1994)

measured LAI of Scots pine using a LAI-2000 sensor, which was on average 43% too

low. The overestimation found in the present study is probably because of the large

amount of woody area of the tree stems and larger branches. At the Loobos site the

tree density was about 1/3 of that at the sites investigated by Stenberg et al. (1994).

Also at the Loobos site the average height of the lowest living branch was only at 9.5
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Figure 3.20: Different types of land use in an area of 2 x 2 km surrounding the Loobos

site as classified in the land use database LGN.

Table 3.13: Vegetation characteristics near the tower at the Loobos site. All values are

average values for the stand with the standard deviation between brackets. The tree heights

ztree are given at the start as well as at the end of the observation period. All other

characteristics have been averaged over this observation period.

Site Loobos Stand. dev.

Tree species Scots pine

Undergrowth Grass

Planting year 1904

Observation period 1995-2010

Tree density, Ntree 403 tree ha−1

Tree height, ztree 15.3-15.7 m ± 2.0 m

DBH 0.25 m ± 0.05 m

Crown radius 2.45 m

Projected crown area 21 m2 tree−1 ± 10 m2 tree−1

Crown base, zcan 9.5 m ± 1.6 m

LAI tree, maximum 1.9 m2 m−2 ± 0.01 m2 m−2

LAI under, maximum 1.5 m2 m−2 ± 0.08 m2 m−2

Canopy cover fraction, cveg, maximum 0.7

Canopy cover fraction, cveg, minimum 0.55

Growth rate 2.49 m3ha−1yr−1

Rooting depth, zroot, 90% of all roots 0.25

Rooting depth, zroot, maximum >2.5 m
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Figure 3.21: Leaf Area Index (LAI) (m2 m−2) of the pine trees and the undergrowth at

the Loobos site for the different years.

m.

Based on an analysis of 36 pictures taken vertically upward from below the canopy,

28% of the canopy cover as seen by the LAI-sensor consisted of twigs and branches.

As for this study the temporal differences were more important than the absolute

values of LAI , and because of the large standard deviation of the sapwood derived

LAI (± 0.89 m2 m−2), LAI estimates of the Licor were not adjusted for the pine

stand.

In 1998 the LAI-2000 sensor was also used to measure LAI of the undergrowth.

For the measurements of LAI of the undergrowth dead biomass was excluded as much

as possible. In Fig. 3.21 the projected one-sided LAI of the different sites is depicted.

Most roots are found in the first 0.25 m. Although not encountered in the soil

pits of this study, the trees are known to have a tap root reaching depths of more

than 2.5 m (Personal communication Forestry Service).

On top of the sandy soil is an approximately 11 cm thick litter layer. Fig. 3.22

depicts a photograph of the soil profile at the Loobos site.

The volume fractions of sand Xq, clay Xc and organic material Xo as well as the

soil density ρ for different depths are tabulated in Table 3.14. For convenience also

the weight fractions of sand, silt and clay are presented in Appendix B. Table 3.15

shows the hydraulic characteristics of the soil at different depths.

Because of the local topography caused by the sand dunes the distance to the

groundwater table depends on the location. At the base of the tower the groundwater

table dropped in some years to depths of more than 6.5 m below the surface. In an

adjacent valley the groundwater level varied between 2.0 and 4.0 m below the soil
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Figure 3.22: The soil profile at the Loobos site showing the thin organic layer on top of

the mineral layer with its sparse root density.

Table 3.14: Volume fractions of sandXq, clayXc and organic materialXo and the densities

ρ at the Loobos site.

Depth Xq Xc Xo ρsample

(m) (m3 m−3) (m3 m−3) (m3 m−3) (kg m−3)

0-0.20 0.53 0.01 0.02 1560

0.40-0.60 0.60 0.01 0.00 1630

surface during the observing period. The differences in groundwater table depths at

these two locations mainly reflect the topography. In figure 3.23 an example is given

of the variation in topography in the neighbourhood of the measurement tower for a

transect from north to south and from west to east. The surface of the dune shown

at the west to east transect is one of the more pronounced dunes in the area. In



62 3. Characteristics of the research sites

Table 3.15: The soil hydraulic parameters obtained by fitting ψ(θ) and k(ψ) to respectively

Eqs. 2.7 and 2.9 at the Loobos site. The last column shows the hydraulic conductivity ks

as determined separately for a saturated sample. The depth is given below the top of the

mineral layer.

Depth θr θs α n m l ks
Sat. sample

(m) (-) (-) (cm−1) (-) (-) (-) (cm d−1) (cm d−1)

0.10-0.18 0.01 0.44 0.0239 3.429 0.708 0.5 19.717 268.0

0.50-0.58 0.01 0.38 0.0198 5.410 0.815 -0.9 9.334 178.0

Figure 3.23: Topography near the measurement tower at the Loobos site.

general however, the topography is more like the north-south transect (see also Fig.

3.19).

Because of the topography, the hydraulic characteristics of the sandy soil and

the relatively deep groundwater reservoir it is likely that in some years this water

reservoir is inaccessible for the roots of the pine trees.
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Table 3.16: Total LAI (m2 m−2), i.e. trees plus undergrowth, and the water holding

capacity W (mm) for stressed conditions for the different sites. W is calculated for the soil

profile extending to the depth where 90% of the roots are present, z90%root and for the total

root zone, i.e. the soil profile extending to the maximum rooting depth, zmax
root.

Banken-

bos

Edese-

bos

Fledite-

bos

Kampina Loobos

Larch Oak Poplar Mixed Scots pine

Total LAI (m2 m−2) 2.3 5.3 6.1 5.0 3.3

W (mm) for z90%root 81.6 73.4 88.8 107.4 7.9

W (mm) for zmax
root 125.8 117.1 192.1 209.2 20.8

3.8 General differences between the sites

The two forest stands with the most pronounced differences in their site character-

istics are the Loobos site with the stand of pine trees on sand and the Fleditebos

site with the poplar trees on clay. The differences in soil type together with the low

groundwater table at Loobos and the relatively high groundwater table at Fleditebos

also create large difference in hydrological conditions between these two sites.

The differences in maximum total LAI between the sites is mainly based both on

the differences between broad-leaved and needle-leaved tree species (see Table 3.16)

and the timing of the peaks in LAI of the undergrowth and the trees (see e.g. Fig.

3.13). Both at the Fleditebos site as well as at the Loobos site LAI of the undergrowth

reached almost the same maximum LAI (m2 m−2) as the trees at the specific sites.

The largest variation in total LAI was found for the poplar stand at the Fleditebos

site, while the larch stand at the Bankenbos site showed the least amount of variation

in LAI .

Comparison of the groundwater table depths with the rooting depths at the dif-

ferent sites (see Fig. 3.24), shows that deep groundwater tables coincide with deep

rooting depths and vice versa. This behaviour is in accordance with the findings by

van den Burg (1996), who found that rooting depth for forests in the Netherlands

correlated mainly to ploughing depth or the depth of the groundwater table.

If the water holding capacityW at the start of a drought is defined as the difference

in soil water content at a pressure head h = −102.1 Pa (i.e. pF 2.1) and h =

−104.2 Pa (i.e. pF 4.2), Table 3.16 shows that, except for the Loobos site, the

amount of soil water easily extractable for evaporation is on average 87.8 mm. If

it is assumed that there is no additional soil water available by lateral or vertical

transport, the maximum amount of soil water available for evaporation is greatest

at the mixed forest stand of the Kampina site. Even with the deepest roots of all
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Figure 3.24: Schematic representation of the soil profile at the different sites. Also shown

are the maximum rooting depth and the depth where above 90% of the roots is found. The

maximum depth of the roots at the Loobos site is estimated (pers. comm Forestry Service).

The thickness of the litter layer is an average and varies throughout the year.

sites, the maximum amount of available soil water at the pine stand of the Loobos

site is very low, i.e. 20.8 mm. This low amount of available soil water implies that in

principle the vegetation at the Loobos site is most prone to water stress, especially

if the roots are not close to the groundwater table depth.



Chapter 4

Hydro-meteorological measurements at the
sites

4.1 Measurement campaigns

The measurements used for this study have been collected during 2 campaigns.

• The campaign for the Edesebos site has been held in 1988 until 1990. To

measure λE by means of the Bowen ratio, i.e. β = H/λE, a Temperature

Interchange System has been used. This Bowen ratio system has been running

during the summer half year (May to October) only. Precipitation P has been

measured continuously during the two years of the campaign.

• The campaign for the Bankenbos, Fleditebos, Kampina and Loobos sites lasted

from the end of 1994 to 1998. All measurements were continued throughout the

year. At these sites the eddy-correlation technique has been used to measure

H, λE and τ . The Loobos site was the only site being continued after 1998.

At all sites most of the measurements were automatized. At the start all in-

struments were new and the factory calibrations were used. The tipping bucket

raingauges were calibrated in the lab prior to installation in the field. Maintenance

took place on a weekly basis and occasionally every two weeks. The Krypton hy-

grometers used for the eddy correlation system were factory calibrated regularly, i.e.

every one to two years. For the long term Loobos site, the instruments were cali-

brated following the guidelines of the manufacturers. Kabat et al. (1997) compared

at the same site H being measured with the Bowen ratio Temperature Interchange

System with the measurements by the eddy correlation system. Good agreement

between the two fluxes was obtained. Table 4.1 summarizes the heights at which the

different variables were measured.
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Table 4.1: Heights (m) at which the different variables were measured. Heights are given

in meters with the base of the tower as the reference level. Measuring instruments which

were added in July 1996 are denoted by ∗).

Variable Edese

bos

1988

Edese

bos

1989

Loo-

bos ∗)

added

in July

1996

Fledite

bos

Fledite

bos

after

1997

Ban

ken

bos

Kampi

na

(m) (m) (m) (m) (m) (m) (m)

H, λE, u∗, u,

Tson

25.99 23.17 25.44 27.80 29.60

β, u, Ta, κ 18.25 18.70

β, u, Ta, κ 20.60 20.70

β, u, Ta, κ 22.95 22.70

u 24.41 21.70 23.97 26.29 28.25

κr, Ta 2.30 2.30 23.52 20.76 23.03 25.41 27.40

u, κr, Ta 8.4∗

u, κr, Ta

u, κr, Ta 5.0∗

u, κr, Ta 2.5∗

udir 23.30 23.30 23.97 21.22 23.49 25.93 27.91

P (tower) 18.00 18.00 23.77 21.03 23.30 25.68 27.63

P (open field) 0.6 0.6 0.4 0.4 0.4 0.4 0.4

R
down/up
s ,

R
down/up
l

19.60 19.60 21.89 19.10 21.37 23.79 25.57

Rnet 19.50 19.50

p 2.00 2.00

G -0.05 -0.001 -0.05 -0.05 -0.05 -0.04 -0.05

G -0.025

Tsoil -0.025 -0.012

θ, Tsoil -0.03 -0.03 -0.03 -0.03 -0.03

θ, Tsoil -0.10 -0.10 -0.10 -0.05 -0.10

θ, Tsoil -0.25 -0.20 -0.20 -0.12 -0.30

θ, Tsoil -0.75 -0.45 -0.45 -0.32 -0.60

θ, Tsoil -2.00 -1.00 -1.00 -0.57 -1.10

θ -0.05 -0.05

θ -0.08 -0.08

θ -0.15 -0.15

θ -0.50 -0.50

h -0.40

h -0.60

θ, h -0.10 -0.10

θ, h -0.30 -0.30

θ, h -0.80 -0.80

θ, h -1.20 -1.20

θ, h -1.60 -1.60
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Table 4.2: The variables being measured by the various instruments with their estimated

field accuracy at the Edesebos site. Instruments only used in 1988 are denoted by 1).

Instruments installed in 1989 are denoted by 2).

Variable Instrument Manufacturer Type Field accuracy

Td, Tw Psychrometer In Situ Instru-

ments

0.02 K

Rdown
s Solarimeter Kipp CM5 1%

Rnet Net radiometer Solar radiation In-

struments

SRI4 5%

p Pressure trans-

ducer

Aanderaa Instru-

ments

2810

Ta Rotronic YA-100 0.1 K

κr Rotronic YA-100 5%

u Cup anemometer In Situ Instru-

ments

0.5 m s−1

udir Wind vane Aanderaa Instru-

ments

2750 30

P Pluviograph Van Doorne 5%

Tipping Bucket Ogawa Seiki2 PR200 0.2 mm tip−1

Tf Pressure trans-

ducer

Validyne1 DP15 5%

Trans

Instruments2
BHL 4879-

50-07MO

Sf Pressure trans-

ducer

Validyne1 DP15 5%

Tipping bucket Lambrecht2 LY100 0.001 mm tip−1

G Flux plate BWD Precision In-

truments

10%

Tsoil Platinum resis-

tance

Pt100 0.1 K

h Pressure trans-

ducer with ceramic

cups

TFDL, Mi-

croSwitch (Honey-

well)

141PC 5%

θ Capacity sensor TFDL 5%

4.2 Edesebos site

Table 4.2 gives an overview of the variables measured, the instruments used and of

the estimated field accuracy. The field accuracy incorporates the uncertainty after

factory or laboratory calibration, as well as the uncertainty because of the placement

of the sensor in the field and the operational practice being employed.
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Figure 4.1: The picture at the left shows the ladder mounted on top of the scaffolding tower

and 3 of the 4 trolleys with dry and wet bulb temperature sensors. The cup anemometers

are at a fixed height. The picture on the right shows a cup anemometer and the inlet for

the aspirated temperature sensors.

At the Edesebos site instead of an eddy correlation system, a Bowen ratio system

has been exploited, using the Thermometer Interchange System (TIS) as was devel-

oped by “In Situ Instruments”, Sweden. Here, two sets of air temperature differences

and dry and wet bulb temperature differences were measured using four aspirated

psychrometers. The temperature sensors were placed on trolleys fixed to a ladder on

top of the scaffolding tower (see Fig. 4.1).

To eliminate instrument errors the trolleys and thus the sensors for each set were

interchanged every 5 minutes. In addition the absolute temperatures were measured.

H and λE were derived by combining Eq. (2.23) and Eq. (2.24) with the assumption

KE ≈ KH .

At the top of the scaffolding tower the standard meteorological measurements of

u, udir, κr and Ta were made. Here, also Rnet and R
down
s were measured at booms

2 m high and extending 2 m outside the tower, directing to the South. At 2 m above

the ground level p was measured. G was measured using 2 heat flux plates and a soil

temperature sensor. In 1988 the flux plates were installed at a depth of 5 cm with

the temperature sensor being installed at 2.5 cm. In 1989 one flux plate has been

covered with a thin layer of soil and the other was installed at 2.5 cm depth with

the temperature sensor being installed at 1.2 cm depth. To estimate the change in

energy storage in the forest Ta and κr were measured at 2.3 m height.

To measure P a tipping bucket raingauge (Ogawa Seiki, PR200, with a nominal

resolution of 0.2 mm tip−1) was installed at the top of the tower and a siphoning

gauge (van Doorne) in the eastern corner of a nearby pasture. The rim of this gauge



4.3. Bankenbos, Fleditebos, Kampina and Loobos sites 69

was at 0.6 m height above the surface. The gauge has been set at this height because

it was felt that otherwise the fence and the young trees at the other side of the fence

would influence the catch of the gauge. In 1989 a collecting gauge was added to the

tower and another was set next to the gauge in the open field. These gauges had

the same funnel area (400 cm2) as the others and were also set at the same height.

The throughfall was collected in a reservoir using three gutters with a total length

of 30 m and a width of 10 cm. Every 20 minutes the water level in the reservoir

was measured by means of a pressure transducer (Validyne, DP15 in 1988 and Trans

Instruments, BHL 4879-50-07MO in 1989). Total stem flow of 6 trees was measured

automatically. In 1988 the stem flow was collected in a barrel where the water level

was measured by means of a pressure transducer. In 1989 the barrel was replaced by

a tipping bucket rain gauge (Lambrecht, LY100, with a resolution of 93 cm3 tip−1).

At the site soil water content θ and pressure head h were measured in 2 profiles 0.8

m apart, at 1 m and 2 m distance from the nearest tree. h was measured continuously

using ceramic cups and pressure transducers. θ was measured twice a week with

capacitive sensors (Hilhorst, 1984). The depth of the groundwater table zg was

measured every week in a well 30 m deep.

4.3 Bankenbos, Fleditebos, Kampina and Loobos

sites

4.3.1 Measurement set-up

For the sites Bankenbos, Fleditebos, Kampina and Loobos a measurement system has

been designed that was able to run as stand alone for at least a week. The system

was powered by a solar panel and a wind generator. To reduce power consumption

some sacrifices had to be made to the system set-up, which will be discussed below.

In 1996 an infra-red gas analyser to measure H2O and CO2 fluxes was added to

the measuring set-up of the Loobos site, causing the power consumption to increase

considerably. To overcome this problem additional solar panels as well as a gasoline

generator backup system were installed. This generator started automatically when

the voltage of the batteries dropped below a certain threshold value. The generator

was placed about 50 m NE (prevailing wind direction is SW) of the measuring tower.

To prevent interference with the measurements, a tube has been connected to the

exhaust with its opening at 12 m height above the generator. In the summer the

generator was usually not needed. In the winter during prolonged overcast skies the

generator may run up till 16 hours a week. Later the generator was replaced by a

direct methanol fuel cell run on methanol.
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To measure the contribution to total λE and H by the undergrowth, a second flux

and automatic weather station was installed for limited periods below the canopy.

In March 1997 this additional station was first installed at the Fleditebos site. After

a couple of months the below canopy station was moved in June to the Loobos site.

Here this below canopy station remained until November 1997.

In Table 4.3 the instruments used at the Bankenbos, Fleditebos, Kampina and

the Loobos sites are given as well as the accuracy of each variable measured. In this

Table the effects of site specific circumstances on the accuracy have not been taken

into account.

4.3.2 Sensible and latent heat flux densities

To obtain the sensible heat flux density H and latent heat flux density λE the eddy-

correlation technique has been applied. The eddy-correlation system used at the

Bankenbos, Fleditebos, Kampina and Loobos sites, has originally been developed

in collaboration with Copenhagen University and Wageningen Agricultural Univer-

sity (Moncrieff et al., 1997). The data processing software has been developed in

mutual collaboration with the University of Edinburgh. The system is based on a

3D-ultrasonic anemometer in combination with a fast response device to measure

κabs or κ, being either a Krypton hygrometer or an infra-red gas analyser (see Fig.

4.2).

Because of drift, primarily originating from the scaling of the windows, the ac-

curacy of the Krypton hygrometer to measure κabs as a absolute value is not high.

However, the response time of the instrument is short and differences in κabs over a

short time interval (e.g. 30 minutes) are measured accurately. To derive λE the mea-

sured differences are needed only. The humidity signals were passed to the analogue

input ports of the sonic and from there recorded by a PC.

The PC calculated the 30 minute covariances and averages, which were stored

after each 30 minutes. To calculate the 30 minute averages a running mean has been

applied with a time constant of 200 seconds. For short periods at all sites “raw” high

frequency data were stored. Since the time the infra-red gas analyser was installed at

the Loobos site, “raw” high frequency data were continuously stored at this site. To

derive final results the following corrections were used: rotation corrections following

McMillen (1988), frequency response corrections based on Leuning and Moncrieff

(1990) and on Moore (1986), density fluctuation corrections as described first by

Webb et al. (1980) and cross wind contamination and humidity corrections for H

as given by Schotanus et al. (1983). The density corrections are minimal for the

closed path gas analysis system, but are needed for the Krypton hygrometer. For

this device also a correction as suggested by Tanner et al. (1993) was made for the
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Table 4.3: The variables being measured by the various instruments with the accuracy

provided by the manufacturer and their estimated field accuracy at the sites Bankenbos,

Fleditebos, Kampina and Loobos. For Rl the offset because of window heating introduces

an additional source of uncertainty.

Variable Instrument Manufact-

urer

Type Factory

accuracy

Field ac-

curacy

u, v, w Sonic

anemometer

Gill Solent

1012R2

1.5% 0.02 m s−1

Tv Sonic

anemometer

Gill Solent

1012R2

0.5% 0.5%

κabs Fast response

hygrometer

Campbell Krypton

KH2O

8% 10%

κ Infra-red gas

analyser

LI-COR LI-COR

6262

1% 5%

Rdown
s , Rup

s Pyranometer Kipp CM21 1% 1%

Rdown
l , Rup

l Pyrgeometer Kipp CG1 10% 10%

T of Rl-sensors Platinum re-

sistance

Kipp PT100 0.1 C 0.2 C

Ta Platinum re-

sistance

Vaisala HMP35A 0.1 C 0.1 C

κr Solid state Vaisala HMP35A 2% κr 3.5% κr

u Cup

anemometer

Vector A101ML 1% 0.5 m s−1

udir Wind vane Vector W200P 2 3

P Tipping

bucket 0.2

mm resolu-

tion

Environ-

mental

Measure-

ments

ARG100 0.5% at 10

mm h−1

5%

Tf Tipping

bucket 0.07

mm resolu-

tion

SC-DLO - 1.0% at 10

mm h−1

5%

G (1x) Flux disk TPD-TNO WS31 5% 10%

G (3x) Flux ring Hukseflux SH1 5% 30%

absorption of light by oxygen in the detected wavelength. A full description of the

data processing has been given in Appendix C. For a description of the system in

combination with an infra-red gas analyser, as was applied since July 1996 at the

Loobos site, one is referred to Moncrieff et al. (1997), Aubinet et al. (2000) and Gash

and Dolman (2003).
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Figure 4.2: The left picture shows the top of the scaffolding tower, with the eddy-

correlation system at the top of the extendible mast, rain gauge, temperature/humidity

sensor, cup anemometer and wind direction sensor on top of the scaffolding tower and the

radiation sensors extending 3 m horizontally out of the tower. The right picture shows the

3D-sonic anemometer and the krypton hygrometer of the eddy-correlation system.

The limited storage capacity of the palmtop PC’s applied did not allow for storage

of the high frequency raw data. Thus the covariances and averages were calculated

on-line and stored. However, due to the limited speed of the processor of the palmtop

PC used not all covariances could be stored. Dyer et al. (1982) pointed out that the

error in the fluxes of the scalars T and κ is only 3% per degree of tilt, whereas for

momentum fluxes it is 14% per degree of tilt. With this error in mind it was decided

to store all the covariances needed to rotate the momentum flux and leave out some of

the covariances needed for the rotation of the scalar fluxes. For short periods during

which all raw data were stored, the effects of not applying all rotation corrections

has been quantified by comparing the fluxes based on the limited number of rotation

corrections with those based on the full rotation corrections, as will be discussed in

Section 5.2.1.

4.3.3 Measuring transpiration by sap flow

At the Loobos site sap flow has been measured using the Tissue Heat Balance-system

of Čermák (Ecological Measuring Systems, model P4.1, Brno, Czech Republic). This

system calculates the sapflow from temperature changes of the phloem, the amount
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of energy needed for heating and the specific heat of water; the system needs no

calibration (Swanson, 1994). In 1996 the system was applied at 3 trees while in

1997 and 1998 6 trees were used. Each tree was continuously measured at two sides.

Scaling up to stand level was done on the basis of the relation between sapwood area

and DBH , determined by coring 59 trees, and the distribution of DBH for the stand.

4.3.4 Radiation

The radiation sensors were mounted on horizontal booms extending 3 m outside of the

scaffolding tower. The booms were directed to the South. To measure Rnet the four

components of the radiation balance were measured separately: Rdown
s and Rup

s were

measured with two pyranometers, Rdown
l and Rup

l were measured by pyrgeometers,

with the sensor for Rdown
l being ventilated. Although the temperature dependence of

the sensor is improved by the ventilation, the effect of heating of the window by the

sun is still estimated as 25 W m−2 at 1000 W m−2 solar radiation. As mentioned in

Table 4.3, the offset caused by this window heating should be added to the uncertainty

of the measurements.

At the Fleditebos and Loobos sites for a short period a net radiometer has been

placed below the canopy. To check the accuracy of this net radiometer it was for

3 weeks mounted on top of the scaffolding tower to compare with the radiation

balance as measured with the separate long- and short-wave radiation sensors above

the forest. To check for differences in sensitivity of the two sides of the instrument

the net radiometer was turned 1800 during this period. The comparison with the

separate radiation sensors showed that the net radiometer deviated only by 3% from

the 4 component net radiometer. Also the net radiometer had the same sensitivity

at both sides.

4.3.5 Soil heat flux density

The soil heat flux density G was measured with 4 heat flux sensors installed below the

litter layer at a depth of 3 cm in the mineral soil at each side of the soil temperature

profile sensors with a distance of approximately 50 cm. Two types of sensors were

used: the traditional one in the form of a plate and another one in the shape of a

ring. van Loon et al. (1998) showed that the ring type flux sensors were not capable

of measuring G accurately. To estimate G the measurements of the heat flux plates

were used. The measurements of the flux rings were used only for estimating the

effects of spatial variability.
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Figure 4.3: The champagne glass shaped tipping bucket raingauge as has been used at all

sites, except Edesebos site, on top of the tower and in the open field.

4.3.6 Meteorological background variables: u, udir, κr and Ta

At the top of the scaffolding towers standard meteorological measurements of u, udir,

κr and Ta were made. At the Fleditebos site and at the Loobos site κr and Ta were

also measured during a short period in 1997. At the Loobos site, since July 1996

κr, Ta and u sensors were mounted on the scaffolding tower at 3 levels below the

tree crown. The κr used are based on a capacity principle. This is one of the main

reasons why the readings of this sensor slowly drop in time. As in the Netherlands for

a large part of the year κr reaches saturation in the early morning, this phenomenon

was used to linearly correct the readings of the κr sensor over the year in between

calibrations.

4.3.7 Precipitation, throughfall and stemflow

Precipitation P was measured using tipping bucket rain gauges with a resolution of

approximately 0.2 mm per tip.

At each site a rain gauge was located on top of the scaffolding tower. To minimize

the error due to wind turbulence another raingauge was installed in an open space

nearby. This gauge had the rim at 40 cm above the soil surface and was logged in event

mode. Measuring P is not as evident as often is assumed, which is not only caused
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by instrumental problems, but also by the sometimes very large differences observed

in space and time. Most point precipitation data show an underestimation of the

catch, mainly because of changes in the pressure fields around the rain gauge. The

magnitude of this underestimation depends on the exposure of the rain gauge, u and

the intensity of P . The biggest errors have been observed for high u in combination

with low intensities of P and at high intensities of P because of the structure of

tipping bucket rain gauges. This latter error was minimized by applying a static and

dynamic calibration for each individual rain gauge. The first error was reduced as

much as possible by the shape of the selected rain gauge which reduces the obstruction

of the wind field by the champagne glass body look like of the gauge (see Fig. 4.3).

Under the assumption of minor spatial differences at low rain intensities (P < 0.5

mm h−1) and of minimal wind effects at the gauge in the open field, data of this

gauge were used for the low intensities. For higher intensities of P spatial differences

are more likely to occur. To prevent a decoupling of the measurements of Tf and P ,

for P ≥ 0.5 mm h−1, the data measured at the top of the scaffolding tower were used.

Data differing more than 5% between the two gauges were flagged and excluded of

the parameter estimation.

Throughfall rate Tf was measured by means of 36 manual gauges as well as one

tipping bucket rain gauge at the end of an approximately 10 meter long gutter of 10

cm width (see Fig. 4.4).

Each week the average of the manual gauges was used to calibrate the readings

of the tipping bucket for that week. Differences between the weekly throughfall of

trough and manual gauges were generally less than 10%, only for rare conditions of

snow larger differences were found. The manual gauges were set up at 4 m distance

of each other in a fixed grid of 400 m2. The diameter of the gauges was 9.72 cm with

the rim being at about 10 cm above the surface. Vegetation around the gauges was

kept short. The gauges were read either once a week or once every fortnight.

Figure 4.5 shows the frequency distribution of Tf as a fraction of P at the Loobos

site for 2 showers with a different intensity.

To check if the set up of 36 gauges placed in a fixed grid was adequate to obtain

a representative average of Tf , the data sets with different intensities of P for a

number of weeks were tested. A chi-square test showed that at all sites only for

amounts of Tf < 0.4 mm week−1, there was reason to reject the hypothesis that the

data were adequately described by a normal distribution. For these low throughfall

amounts the canopy does not become completely saturated and hence the spatial

variability pattern of throughfall is primarily determined by the degree of canopy

opening (Loustau et al., 1992).

For the study of the processes of interception storage and evaporation only data

with P > 0.4 mm week−1 have been used. To estimate the uncertainty in the
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Figure 4.4: The 10 m long and 10 cm wide throughfall gutter at the Loobos site, with at

the end (just behind the left tree) the tipping bucket gauge.

Figure 4.5: Relative frequency of the throughfall rate Tf measured by the throughfall

buckets at the Loobos site as a fraction of the precipitation rate P for two showers with a

total precipitation amount of 1.4 mm respectively 70.0 mm.

throughfall data the relative error was calculated by reducing the number of gauges

to 30 and comparing their mean with the mean of all 36 gauges. The obtained relative
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error was ± 2%, corresponding well with the findings of Helvey and Patric (1965).

To achieve a 5% standard error of estimate in Tf for hardwoods in the eastern US, 24

and 46 gauges were needed for throughfall rates below 0.5 mm in the non-foliated and

foliated period respectively and 6 to 18 gauges for higher throughfall rates. The fact

that more gauges are needed during the foliated period is in line with the findings

of Lloyd and Marques (1988). In order to obtain a 5% error in the mean throughfall

rate 20 roving gauges were needed in a tropical rain forest with high rainfall rates

and a large amount of foliage.

The resolution of the tipping bucket gauge is approximately 0.07 mm per tip

depending on the exact length of the gutter. For this tipping bucket as well as the

tipping bucket at the top of the tower the tips were accumulated and logged at 5

minute intervals.

Before the tipping bucket gauges were installed in the field, they were calibrated

and the resolution was adjusted depending on the collecting surface of the gutter.

The throughfall gauges were cleaned every week and the other gauges every two

weeks.

As the undergrowth was dense at one site (Fleditebos), additional throughfall rate

measurements were done here. Five gutters with a length of 2 m and a width of 10

cm were installed at soil surface level. Care was taken not to disturb the vegetation

around the gutters. At 4 gutters the throughfall was collected using barrels, while at

the outlet of the remaining gutter a tipping bucket was placed. This tipping bucket

had the same specifications as the tipping buckets used on the tower and in the open

field.

Stemflow was collected in barrels using spiral tubes fixed at breast height to 6

trees. The amount of water collected in the barrels was measured on a weekly basis.

4.3.8 Soil temperature and soil water

To obtain the temporal pattern of soil temperature Tsoil and soil water content θ

continuous measurements at 30 minute intervals were made. At the Bankenbos,

Fleditebos, Kampina and Loobos sites Tsoil, electrical conductivity ke (Ω m−1) and

the dielectric permittivity ε (J V2 m−1) were measured at 5 different depths in 2

profiles 1.5 to 2.0 m apart. For this Frequency Domain sensors (FD) were used. These

sensors measure ε at the 20 MHz frequency range. Every 30 minutes a measurement

was made at all 10 sensors and stored on a palmtop PC. All θ profiles were placed

in such a way that one profile was close (± 0.5 m) to the stem of a tree and the

other profile further away from the tree (± 2.5 m). To obtain an accurate estimation

of θ, calibration curves were made using undisturbed volumetric soil samples with a

diameter of 20 cm and a height of 20 cm taken at the installation depths of the FD
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Figure 4.6: Volumetric soil water content θ at the Loobos site on 1 April 1997, as measured

by the 5 permanent FD sensors of each of the soil profiles A and B and as measured by

taking gravimetric samples. The horizontal bars depict the standard deviation in θ of the

gravimetric samples.

sensors. To obtain an impression of the spatial variability of θ, we measured at a few

occasions θ at 3 to 5 depths.

In 2005 at the Loobos site the soil water and soil temperature sensors were

replaced by a new different system consisting of Campbell Scientific sensors (type

CS615). The sensors, with pens of 30 cm length were placed horizontally at 5 cm

depth in the litter layer and at depths of 0.03 m, 0.20 m, 0.50 m and at 1.00 m

respectively in the mineral soil. The measurement interval was set at 1 hour.

To capture the spatial variability of the soil water content special measuring cam-

paigns were held at each site. At the Loobos site 10 random spots with 3 points along

a line of 10 m were sampled within 200 m of the tower. At each spot θ was measured

using a TDR (Time Domain Reflectory) and volumetric soil samples were collected

to determine θ. At the sites Kampina and Fleditebos ± 20 points were sampled along

a transect of 250 m. At these sites θ was measured by a FD probe instead of a TDR.

Fig. 4.6 depicts the variation in θ at the Loobos site. Especially at a larger depth,

the measurements of θ made by the 2 profiles fall well within the range as measured

by the gravimetric method. Similar results were obtained for the other sites.
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Table 4.4: Groundwater level monitoring wells at the Bankenbos, Fleditebos, Kampina

and Loobos sites, with their total length, reference level and elevation of the soil surface. 1)

Reference is the base of the tower i.e. ± 22 m NAP.

Location Well number Filter depth Reference level Soil surface

(m) (m-NAP) (m-NAP)

Bankenbos 1 Tower 2.97 9.988 9.911

2 2.80 9.415 9.323

Fleditebos 1 2.45 -3.242 -3.336

2 2.45 -2.961 -3.230

3 Ditch 1.75 -3.554 -4.199

4 2.00 -2.976 -3.190

5 2.45 -2.838 -3.008

6 Tower 2.40 -2.540 -2.982

7 2.00 -2.698 -2.911

8 2.00 -2.530 -2.887

9 Ditch 1.86 -3.444 -4.110

10 1.99 -2.756 -2.882

11 2.00 -2.683 -2.866

12 2.45 -2.465 -2.840

13 2.45 -2.767 -3.207

Kampina 1 Tower 2.50 1.128 0.597

2 Ditch 2.00 0.963 -0.219

Loobos 1 Tower 6.50 +0.1671 -0.0091

2 4.80 -2.4631 -2.6741

4.3.9 Groundwater level depth

At all locations 2 or more groundwater level observing tubes have been installed.

The tubes had a diameter of 3.6 cm and a filter length of 50 cm. Every fortnight

all tubes were monitored by hand. Additionally at every site one tube had a data

logger with a pressure transducer installed. Depending on the range of the depth

of the groundwater table zg the resolution of the system was better than 0.8 cm

(range of 2 m) or 0.04 cm (range of 1 m). At the Fleditebos and the Loobos site

the measurement interval was 16 minutes. At the Bankenbos site the interval was 32

minutes. At these sites the raw A/D converter output was logged and in the office

transferred to water level depths using a calibration curve. At the Kampina site the

resolution of the system was 0.6 cm (range 1.50 m). Here, a measurement interval of

30 minutes was used.
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4.3.10 Discharge

At two locations measurements of the discharge Q of the ditches draining the site

were made with sharp crested weirs. At the Kampina site a triangular weir was used

with an angle of 90◦. And at the Fleditebos site two trapezium shaped weirs were

used. Automatic water level recorders were used with a 20 cm diameter float in a

stilling well. The accuracy of the recorder was 1 mm. Every minute a measurement

was made and every 10 minutes the actual, average, minimum and maximum values

were recorded. The discharge rate Q (m3s−1) was derived from the surface water

levels zsw (m) using the relationship:

Q = C1,2z
a
sw (4.1)

were C1,2 and a (-) are calibration constants. The weirs were calibrated in the

laboratory. For the V-notch C1 = 1.365 m−0.5s−1 and a = 2.5. For the trapezium

weir C2 = 1.860 m0.5s−1 and a = 1.5 was found.

4.4 Main uncertainties in the hydro-meteorological

measurements

The net radiometer used at the Edesebos site and later under the canopy at the

Fleditebos and Loobos sites deviated only by 3% from the four component net ra-

diometer. The net radiometer had the same sensitivity at both sides.

The mean and the standard deviation of the throughfall rate Tf based on the 36

manual gauges represents the true Tf well. The uncertainty in the mean of Tf is

approximately ± 2%. Only for amounts of Tf < 0.4 mm week−1 the uncertainty is

higher.

The two soil profiles at each site are a good representation of the range in θ values

that may be encountered in the footprint of the towers.

The groundwater level at the poplar stand of the Fleditebos site showed a concave

profile even in the wet part of the year. This profile is an indication of the high

transmissivity of the soil being caused by the permanent cracks.



Chapter 5

Quality control of the flux measurements

5.1 Introduction

The quality of the data is among others determined by the quality of the sensor. In

the Tables 4.2 and 4.3 an overview has been given of the accuracy of the sensors used.

Besides the instrument accuracy other factors such as electronic problems, frost or

dew may influence the quality of the data.

After storing all data in a database a quality check was performed. The quality

control consisted of a number of steps were each step could result in a different flag.

Three major type of checks were distinguished.

• First the data were checked for acceptable ranges, for example upper and lower

limits on the recorded mean and standard deviation and the maximum time

step difference.

• Secondly the data were compared with data of different sensors at the site

measuring the same quantity, for example on the maximum difference between

the rain gauge installed on the tower and installed in the nearby open field.

• Thirdly the data were checked on consistency of physical relations, for example

by comparing the ratio of Rup
s /Rdown

s with known albedo αs values.

These flags were used to distinguish between time slots with missing data, data

accepted as good data and data of questionable quality. The accepted data were then

used to derive relations between different variables.

In Chapter 6 a complete description will be given of the method used to derive an

estimated value for a missing data. First the gaps in the data series of the prognostic

variables were replaced. To ensure consistency in the time series a visual inspection

was done. The data marked as questionable were compared with the newly derived

data, checked for consistency in the time series and the quality check flags were

checked. The original measurement was accepted if it complied to three conditions.

• Firstly, the measured data did not cause any inconsistency in the time series.
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• Secondly, the data did not differ much, i.e. more than twice the standard

deviation, from the derived data.

• Thirdly, the reason(s) the flag(s) were set (for this the comments in the field

log book are consulted) could be considered as a warning instead of an error.

If the data did not comply to these conditions, the measurement was qualified as

unreliable and the data were rejected.

Besides these kind of data problems which may be considered as causing erroneous

data, also the representativeness of the measurements plays a role in the quality of the

data. Especially the representativeness of the flux measurements is of major concern.

The representativeness of the measurements may be influenced by the placement of

the sensor. An impression of what is actually measured by the flux system is obtained

from a footprint analysis. In the next section the fetch conditions and the roughness

parameters that govern the location and the area of the footprint will be discussed.

For the fluxes that have been derived from turbulent components there are a num-

ber of factors that may influence the uncertainty in the data. A concern specifically

for this study is the effect of not rotating all fluxes on data quality. The magnitude of

this effect will be demonstrated by comparing fully rotated fluxes with partly rotated

fluxes for short periods.

To provide an overall assessment of the quality of the flux data from the eddy-

correlation system, firstly an indication of the quality of the system set-up was ob-

tained and secondly the quality of the data was evaluated using as main criterion

the degree of closure of the energy balance. To check the quality of the system set-

up the measured (co-)spectra were compared with the theoretical functions. As an

indication of the representativeness closure of the energy balance was used. This

closure of the energy balance was also used for the assessment of the quality of the

measurements of the different components of the energy balance.

5.2 Roughness parameters and fetch conditions

To estimate the displacement height and the roughness length the logarithmic wind

profile relation has been used. The displacement height d (m) was derived from the

measurement of the friction velocity u∗ (m s−1) and the average wind speed u (m

s−1) at two different levels:

u(z2)− u(z1) = u∗
κ

[
ln
z2 − d
z1 − d − ψM (ζ2) + ψM (ζ1)

]
(5.1)

where κ is the Von Karman constant (-), ζ = z−d
L the stability parameter adjusted

for the displacement height and ψM the integrated form of the stability function φM .
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For unstable conditions we applied the form as given by Paulson (1970); for the stable

case the form as given by Van Ulden and Holtslag (1985) (see Eq. 2.30) has been

used.

To minimize the effects of stability only data under near neutral conditions i.e.

−0.01 < ζ < 0.01 were considered. For the wind profile data of the sonic anemometer

and of the cup anemometer have been used. The scalar wind speed u as measured

by the cup anemometer was transformed to the total wind speed in the direction of

the average wind using the relationship as presented by Bosveld (1997):

u = ucup
1− 0.5

σ2

v

ucup
2 − σ2

u

ucup
2

1− σ2
u

ucup
2

(5.2)

where ucup denotes the scalar wind speed as measured by a cup anemometer (m

s−1), u the wind speed in the direction of the average wind (m s−1), σu and σv the

standard deviation (m s−1) of the wind speed components u and v in the horizontal

plane. It was assumed that the horizontal wind variances measured at the level of

the sonic anemometer were similar to those at the level of the wind cup anemometer.

No clear dependency of the displacement height on wind speed was found and only

a weak correlation with wind direction. Differences between years were insignificant

and could not be related to an increasing tree height for the period of observation

(max. 4 years). For the calculation of the roughness length z0M (m) the median value

of the displacement height d (m) was used (see Table 5.1) with Eq. 5.1 extended to

the surface at z = 0:

u(z) =
u∗
κ

[
ln
zref − d
z0M

− ψM (ζ)

]
(5.3)

where zref (m) is the reference height.

No significant correlation of z0M with u was found at any of the locations. How-

ever, clear differences were found for periods with and without leaves (see Table 5.1).

Also at nearly all sites a dependency on wind direction udir was found. Fig. 5.1

shows an example of the z0M dependency on udir at the Loobos site. The increase

in z0M with udir from South to West corresponds to a slight decrease found in d.

In Table 5.1 the results are summarized. The standard error in the estimation

of d varies from 0.7 m for the more heterogeneous Kampina site to 0.2 m for the

homogeneous poplar stand of the Fleditebos site. For z0M the standard error varies

between 0.05 m in summer to 0.02 m in winter for the deciduous sites. At the pine

stand of the Loobos site the error was ± 0.02 m.

Differences in the roughness parameters may influence the size and the location

of the source area of the flux as detected by the sensor. The location of the sources

of λE and H as measured by the sensors also depends on udir and atmospheric
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Figure 5.1: The roughness length z0M at different wind directions udir for the Loobos site

in 1998.

stability. To obtain an impression of the representativeness of the flux measurements

at each site, use has been made of a model which describes the flux source areas in

relation to the measuring set-up and the atmospheric stability. The model used is

the one proposed by Schuepp et al. (1990) including the adjustments by Lloyd (1995)

to incorporate the model response to stability effects. The relative contribution to

the vertical flux at height z is given by:

1

F0

dF

dx
=
−2xF max

x2
φM exp

(−2xF max

x
φM

)
(5.4)

where F denotes the flux density (W m−2), F0 a unit area flux density (W m−2),

x the distance upwind of the sensor (m), xF max the distance upwind of the sensor

where the flux source is maximal (m). The latter is calculated as:

xF max ≈
1.7z1.03ref

[
ln
(

zref−d
z0M

)
− ψ (ζ)

]
(1− ζ)0.5 (5.5)

Table 5.1 shows for each site the distance at which the maximum source takes place

as well as the distance where 90% of the flux contribution is accounted for. These

distances are a rough estimation that apply for unstable conditions, i.e. for L = −100
m.

In Fig. 3.4, 3.8, 3.12, 3.17 and 3.20 the land use at each site has been depicted for

a square of 2 x 2 km surrounding the tower. When interpreting the footprint area of
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the fluxes, it should be kept in mind that the main wind direction in the Netherlands

is SW. The land use depicted in the figures mentioned show that the maximum flux

contribution at all sites is generated by the main vegetation type near the tower. It

also shows that, except for the Fleditebos and the Loobos site, at the other sites the

flux measured is partly composed of fluxes originating from other vegetation types

than the main vegetation type near the tower.

At the Bankenbos site wind coming from the east will generate fluxes at the tower

with the peat area as an important source of the fluxes. For wind directions between

SW and SE larch will be the main contributor to the fluxes. For the other wind

directions the fluxes from the larch will be mixed with fluxes from other tree species.

At the Edesebos site the area with oak trees is surrounded by coniferous forest,

with the shortest distance at 200 m. Although the fluxes were measured relatively

close to the canopy, it may be expected that part of the fluxes originates from the

coniferous forest instead of from the oak trees.

At the Fleditebos site the fetch conditions are relatively good in all directions.

The site at Kampina was selected as a mixed site. Besides fluxes originating from

the forest there are also fluxes originating from grassland and heather (with a high

percentage grass), especially with wind directions from N to NE.

At the Loobos site the pine trees extend over a large area with some smaller areas

covered with grass and occasionally with heather.

5.2.1 Non-rotated fluxes

Because of the priority given to year-round data collection and the fact that all sites

were at remote locations without access to main power supply, it was at the start

of the measurements not possible to store all raw data being collected in the early

years. Hence not all corrections usually applied could be made. Therefore, it was

decided to leave out the correction for the third rotation.

To estimate the size of the error caused by partly rotating λE and H, the raw

data collected over short periods were processed both with all rotation corrections

and the limited rotation correction, as done for the long term measurements. In

Table 5.2.1 the regression results of the sites Loobos, Fleditebos and Bankenbos are

shown.

No significant correlation was detected between rotated and non-rotated λE and

H and udir. The influence of the omission of the rotations on λE is negligible. The

differences found for H and the momentum flux, τ were accepted as a minor trade

off with respect to the continuity of the data series. The third rotation correction to

compensate for the twisting of the streamlines as suggested by Kaimal and Finnigan

(1994) is disputable. Finnigan (2002) mentioned that later research showed that this
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Table 5.1: The height of trees ztree, the height of the tower zref , the roughness length

z0M , the displacement height d and the distance where the maximum flux source xFmax is

located as well as the distance for 90% of the total flux xF90% for unstable conditions (L =

-100 m). 1) Estimated from the 1989 ratio z0M and d to tree height.

Site Year ztree zref d z0M
d

ztree

z0M
ztree

xF max xF90%

(m) (m) (m) (m) (-) (-) (m) (m)

Banken- 1995 s 21.4 27.80 17.8 1.95 0.78 0.091 67 914

bos w 1.65 0.077 76 1015

1996 s 22.3 27.80 17.8 2.15 0.76 0.096 62 854

w 1.75 0.078 73 980

1997 s 23.4 27.80 17.8 2.05 0.70 0.088 65 883

w 1.65 0.071 76 1016

Edesebos 1988 s1 17.1 21.28 13.7 1.08 0.80 0.063 66 928

1989 s 17.4 21.70 14.0 1.10 0.80 0.063 67 940

Fleditebos 1995 s 16.5 23.17 11.0 2.00 0.67 0.121 60 805

w 1.40 0.085 75 980

1996 s 17.2 23.17 11.0 2.20 0.64 0.128 57 757

w 1.60 0.093 70 916

1997 s 18.0 25.44 11.0 2.50 0.56 0.139 62 799

w 1.60 0.089 82 1030

1998 w 18.5 25.44 11.0 1.70 0.60 0.092 79 999

Kampina 1996 s 19.0 29.60 14.0 2.15 0.73 0.113 83 1028

w 2.15 0.113 83 1028

1997 s 20.0 29.60 14.0 2.25 0.70 0.113 80 1001

w 2.15 0.108 83 1028

1998 s 21.0 29.60 14.0 2.05 0.67 0.098 85 1055

w 2.05 0.107 80 1001

Loobos 1995 15.3 25.99 9.9 2.19 0.65 0.139 72 906

1996 15.3 25.99 9.9 1.60 0.65 0.105 86 1065

1997 15.3 25.99 9.9 2.05 0.65 0.134 75 940

1998 15.3 25.99 9.9 2.13 0.65 0.139 73 921

last rotation correction was best left out. Omitting the third rotation will reduce the

differences between the two approaches even further.

5.3 Power (co-)spectra of turbulent components

To check the quality of the system set up and thus the quality of the flux measure-

ments spectra and co-spectra of the turbulent components were compared with the

theoretical spectral density functions. The spectra and co-spectra were calculated
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Table 5.2: Regression results of non-rotated versus rotated fluxes, where a is the slope, x0

the intercept and R2 the mean square error.

Site λE H u∗
a x0 R2 a x0 R2 a x0 R2

(-) (W m−2) (-) (-) (W m−2) (-) (-) (m s−1) (-)

Loo-

bos

1.02 0.7 0.98 0.96 -3.4 0.98 1.05 0.01 0.99

Fle-

dite-

bos

1.00 -0.3 0.99 0.94 -3.4 0.99 1.07 0.00 0.99

Ban-

ken-

bos

0.98 2.1 0.97 0.97 -1.6 0.99 1.05 0.02 1.00

for approximately 10 day periods except for the Kampina location where because of

logistics problems a shorter period was used. A Hamming window was used to filter

the data in the low and high frequency range (Kaimal and Finnigan, 1994). For the

calculations of the spectra two subroutines as described by Press et al. (1989) were

slightly adjusted. To smooth the curves the spectra were binned using a logarithmic

interval for the normalized frequency to ensure equidistant bins for the logarithmic

plot. The power spectra compare well with the model spectra (Eq. C.27-C.39). Al-

though there is some deviation from the model power spectrum of κ this deviation is

not found in the co-spectra (see Fig. 5.2). The co-spectra of all 4 locations are similar

in shape and have their peaks at n ≈ 0.1. Their peaks seem to be more pronounced

than the model co-spectra, which was derived over flat terrain. The co-spectra cor-

respond well with the findings of Anderson and Pyatt (1986). Based on this spectral

analysis the fluxes were considered to be of good quality.

5.4 Energy balance closure

Closure of the energy balance is a test of the quality of the data. As a measure of

closure the ratio between the turbulent and the non-turbulent fluxes is used i.e.

(λE +H)

(Rnet −G0 + Flat − J − µFA)
(5.6)

Here it is assumed that the lateral fluxes are small and hence their contribution to

the total energy balance is negligible.

Photosynthetic energy may be calculated by:

µFA = −µw′ρ′c (5.7)
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Figure 5.2: Measured (symbols) and modelled (solid line) normalised co-spectra of vertical

wind speed and specific humidity w′κ′ as a function of frequency i.e. n = fz / u under

unstable conditions. The modelled co-spectra line is based on Kaimal and Finnigan (1994).

where w′ρ′c is the flux density of CO2 from eddy-correlation measurements including

the storage flux (µmol m−2 s−1) and µ is the specific energy for conversion of energy

by photosynthesis (J mol−1). For a typical maximum daytime flux of 20 µmol CO2

m−2 s−1 the energy consumed for photosynthesis is 10 W m−2. As these values have

not been measured at all sites and the contribution is relatively small as compared

to the radiation flux, this component has been neglected for the calculation of the

energy balance closure.

For short time steps (less than a day) the effect of energy storage should be taken

into account. Storage of energy may take place in the vegetation and air space below

the flux sensors of radiation, H and λE and in the soil above the sensors of G.

This storage term is particularly important during periods of rapid change, i.e. for

conditions such as occur during sunrise and sunset.
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5.4.1 Heat storage in soil and litter layer

To determine the soil heat flux at the surface G0 the heat storage above the heat flux

plates has to be added to the measurements of the plates:

G0 = Gz +

∫ t1

t2

∫ 0

z

Csoil(z)T (z, t)dzdt (5.8)

where Csoil is the volumetric heat capacity of the soil (J m3 K−1), z is the depth at

which the heat flux plate is installed. Csoil is composed of the weighted volumetric

heat capacities of the different soil components (De Vries, 1963):

Csoil = ρsoilcsoil = Xaρacp +Xoρoco +Xqρqcq +Xcρccc +Xwρwcw (5.9)

where the subscript o stands for organic matter, q for quartz, c for clay minerals

and w for water, X is the volume fraction (m3 m−3), ρ the density (kg m−3) and c

the specific heat (J kg−1 K−1). The densities (kg m−3) are respectively: ρa = 1.2,

ρo = 1300, ρq = 2660, ρc = 2650 and ρw = 1000 and the specific heat (J kg−1 K−1)

cp = 1010, co = 1920, cq = 800, cc = 900 and cw = 4180. xw may be replaced by the

measured soil moisture volume fraction θ, that of air by θs − θ.
It has been assumed that the Ts at the top of the litter layer was well represented

by Ta below the canopy. T of the sensors above and below the soil heat flux plate

were used to derive the temperature at the top of the mineral layer and at the depth

of the plate by (Van Wijk and Vries, 1963):

T (z, T ) = T +AT (z) sin

[
ωt− z

(
DT

′

ω

)
−1/2

]
(5.10)

where AT (K) is the amplitude of the soil temperature at depth z, ω the diurnal

angular frequency (π/12 rad h−1) and DT
′ (m2 s−1) is the apparent thermal diffu-

sivity. For the mineral layer, assuming the physical properties being constant within

a layer, DT
′ of the soil has been derived from:

AT (z2) = AT (z1) exp

[
− (z1 − z2)

(
2DT

′

ω

)
−1/2

]
(5.11)

For the litter layer DT for organic matter as given by Van Wijk and Vries (1963) has

been used, i.e. 0.15 ·10−6 m2 s−1. Here the assumptions were made that θ of the

litter layer was close to that of the top mineral layer, and that T of the litter layer and

of the soil layer above the highest soil temperature sensor was well represented by the

temperature of that sensor. The temperatures thus derived were used to calculate

the heat storage above the plate by means of Eq. 5.8 and 5.9.



90 5. Quality control of the flux measurements

5.4.2 Heat storage in the biomass

The heat storage in the biomass, Jveg W m−2 can be divided in a rapidly changing

heat storage in the leaves and branches and a more slowly storage in the stems:

Jveg = Jleaf+branch + Jstem + Jundergrowth (5.12)

As the biomass of the undergrowth is small as compared to that of the trees, the

change in heat storage of the undergrowth is neglected. The method applied to

derive the change in heat storage in branches and leaves and in the stem of the trees

is described in Appendix D. In this Appendix also the values of the parameters for

the different tree species at the sites are provided.

5.4.3 Results energy balance closure

Laubach et al. (1994) and many others reported gaps in energy balance closure vary-

ing between 11 and 30% for 1 hour averages of day time values for a spruce forest in

Germany. Uncertainties in the half hour values are partly due to the changes in heat

storage in the soil, air and canopy space below the reference level. To limit these

uncertainties, the daily totals of H and λE are plotted against Rnet in Fig. 5.3.

Deviations from the 1 : 1 line may be caused by the error introduced by omitting

the rotation of the scalar fluxes. Also the heterogeneity of the site (see e.g. Fig.

3.17) in combination with the relatively small footprint of the radiation sensors as

compared to the footprint of the eddy correlation system may cause deviations from

the 1 : 1 line.

If the regression lines were forced through the origin all slopes were above 0.94,

indicating a closure of the energy balance better than 6%. The Kampina site was

the exception. For this site the slope was more than one. Indicating that H and λE

were using 14% more energy than was supplied by Rnet. If the Kampina data set was

split up in summer and winter, the slope of the regression line (with a free offset),

became 1.0 for the summer period and 0.85 for the winter. For both these data sets

there was a positive offset of ± 20 W m−2.

Using half hour data and calculating the different components of the energy bal-

ance as discussed previously gave similar results, however with a larger range of the

data. As an example the energy balance of the Fledite site for the year 1997 is shown

in Fig. 5.4).

Moncrieff et al. (1996) discussed the possible errors associated with flux measure-

ments, distinguishing between random and systematic errors. Assuming a random

error of 20% per half hour value for a data set of in total 44 days, may give an overall

random error for the data set in the order of 13%. In general, independent random
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Figure 5.3: Energy balance closure depicted as the ratio of daily averages of net radiation

Rnet and daily averages of the sum of sensible H and latent heat flux λE for dry days: for

the Bankenbos, Fleditebos and Loobos sites data of 1995 were used, for the Kampina site

data of 1996.

errors decrease with the length of the data set by 1/
√
N , where N represents the

number of data. This decrease however, does not hold for systematic errors.

At the Loobos site an underestimation of λE was observed when comparing λE

measured using a closed path system with an open path Krypton hygrometer. The

difference between the two instruments was also evident when looking at the power

spectra, which show a significant lack of flux, especially at high frequencies. This

lack of flux became more pronounced during wet conditions. A possible reason could
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Figure 5.4: Energy balance at the Fleditebos site 1997 using half hour averages of the

sum of net radiation Rnet, soil heat flux at the surface G0 and the energy storage J in the

vegetation and air layer between surface and reference level compared to the sum of sensible

H and latent heat flux λE for dry periods.

be damping of the high frequency water vapour fluctuations due to adsorption and

desorption on the walls of the inlet tube. Goulden et al. (1996) reported, for a closed

path system with an infra-red gas analyser, an underestimation for λE of 20%, for

which they also reported a long term precision of ±5%. Ibrom et al. (2007) showed

that under moist condition the damping in the tube of the water vapour fluctuations

increases. Hence, λE was corrected based on comparison with the measurements of

the Krypton hygrometer for those periods during which κ was measured only by the

closed path system.

The relatively good closure of the energy balance based on daily values, as well

as the good resemblance of the measured and modelled co-spectra of w′κ′ gave confi-

dence to the quality of λE. If closure of the energy balance is used as an estimate of

the accuracy of the measurement, λE derived in this study using an eddy-correlation

system is in summer better than 5% and in winter better than 15%. The error in λE

when using a Bowen ratio system has been estimated for the Edesebos site following
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Fuchs and Tanner (1970). If the error in the Rnet is estimated at 5% and in G0 as

25%, the average error in λE for day time values on a clear day in summer becomes

10%. For a dry day in spring with low humidity differences this error may increase

up to 20%.

5.5 Data quality under wet conditions

For a similar sonic as is used in the present study, Gash et al. (1999) and Van der

Tol et al. (2003) demonstrated that tests on the form of the power spectra of the

different wind components and on the slope of the σw versus u∗ gave no reason to

doubt the functioning of the sonic during rain. This was confirmed by the data of our

study. In addition the co-spectra of w′T ′ were compared for dry and wet conditions

as measured at the pine stand of the Loobos site. Fig. 5.5 shows that for the most

common slightly stable atmospheric conditions found in these regions during showers

a reasonably good agreement with the reference spectra as given by Kaimal and

Finnigan (1994) is obtained. The closed path IRGA that has been employed at the

Loobos site in 1996 continues to measure during rainy conditions. However due to

smearing of water vapour on the inner walls of the inlet tube, λE will in general be

underestimated. Here these data will only be used for comparison purposes and not

to determine actual λE.

Due to these problems with the closed path IRGA, these data can not be used to

check the closure of the energy balance. Also for the open path IRGA the check on

the energy balance closure under wet conditions is limited. The reason is that during

showers the Krypton hygrometer was always shut down automatically in order to

prevent damage to the instrument. Therefore, there are only some λE data available

during light showers and at the start of showers. To investigate the level of closure of

the energy balance for these data, the different components of the energy balance of

1996 for the poplar stand at the Fleditebos site were plotted in Fig. 5.6. Although

the scatter is relatively large (R2 = 0.47), the absolute differences are in the same

order of magnitude as under dry conditions. The energy balance closure expressed

as (λE +H)/(Rnet−G0− J) is for wet conditions 81%, for dry conditions 86%. For

dry conditions, closure of the energy balance varied for the Fleditebos site between

0.86 and 0.99 for the different years. These findings support earlier findings by Gash

et al. (1999) and demonstrate the small effect of rain on the performance of the sonic

anemometer.
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Figure 5.5: Normalised co-spectra of w′T′ as a function of frequency n = fz / u for wet

(P > 0.2 mm 30 min−1) stable conditions during two showers and for dry stable conditions

in the same period measured at the pine forest of the Loobos site.

5.6 Conclusions

Analysis of the fetch conditions (see Table 5.1) shows that for the major wind di-

rection at all sites the origin of the maximum flux is well within the footprint area

of the towers. The Loobos site and the Fleditebos site may be considered most

homogeneous for all wind directions.

From the comparison with the full rotation corrections it followed, that the influ-

ence of the omission of the rotations on λE is negligible, i.e. well below 5%.

The relatively good closure of the energy balance based on daily values (see Fig.

5.3), as well as the good resemblance of the measured and modelled co-spectra of

w′κ′ (see Fig. 5.2) give confidence to the quality of λE. The fact that the closure

of the energy balance for 30 minute data is less good, i.e. > 80%, indicates that a

large part of the uncertainty is in the estimates of the heat storage in both the soil

and biomass.
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Figure 5.6: The sum of turbulent fluxes λE +H plotted against the net radiation minus

the storage fluxes in the soil, vegetation and air below the measurement level Rnet−G0−J .

For dry (left panel) and wet (right panel) conditions in 1996 at the poplar stand of the

Fleditebos site.

If closure of the energy balance is used as an estimate of the uncertainty of the

measurement, λE derived in this study using an eddy-correlation system is in sum-

mer time better than 5% and in winter time better than 15% for the Bankenbos,

Fleditebos and Loobos sites. For the Kampina site the percentage of energy balance

closure in summer time is less good, i.e. the uncertainty is better than 15%.

The uncertainty in λE when using a Bowen ratio system is estimated for day

time values on a clear day in summer as 10%, and for a dry day in spring with low

humidity differences as 20%.

The analysis of the behaviour of the measured wind components with the sonic

anemometer showed the small effect of rain on the performance of this sensor. Also

the limited number of available data from the open path Krypton hygrometer at the

Fleditebos site under wet conditions, showed a reasonably good closure of the energy

balance i.e. better than 80% (see Fig. 5.6), as well as a reasonably good agreement

with the modelled spectra (see Fig. 5.5).

These findings demonstrate the good performance of the sonic anemometer and

thus the relatively good estimates of H under wet conditions. The associated un-

certainty in λE based on the percentage of energy balance closure is better than

20%.





Chapter 6

Gap filling to generate continuous data sets

6.1 Introduction

Most models are highly sensitive to initial values of state variables, hence gaps in the

forcing data sets are influencing the behaviour of the models. Therefore uninterrupted

data series of the driving variables of the model are required.

Measurements over short time steps (e.g. 30 minutes) of environmental variables

are inclined to have gaps, resulting from e.g. power failure, instrument breakdown

and rejection of data by means of quality checks. The treatment of gaps depends

among others on the length of the gap. For instance hourly data in one diurnal

cycle, or daily data in a seasonal cycle may be missing. Because of e.g. differences in

autocorrelation or significance of storage terms, both sorts of gaps should be treated

differently.

A distinction should also be made between first order variables (e.g. u) and second

order variables (e.g. λE). Filling gaps in series of second order variables using first

order variables (e.g. λE from Rnet, T and κ) is always possible.

Retrieving first order data from second order data is however generally not needed.

For example, it is not useful to retrieve u from H as measured with a 3D sonic

anemometer. Then it is more appropriate to use u as measured by the 3D sonic and

to transfer those to the sensor with the missing data of u. Also in practice, if there is

a gap in first order data series, second order data will frequently be missing for that

period.

Hence, before a long term model can be run these gaps in the data series need to be

treated. Long term data series are also needed to study for example the variability

between sites and between years. In these cases uninterrupted data series of the

variables driving the process as well as the variables resulting from the process,

such as λE, are essential. For these studies daily averages or totals are generally

sufficient. The main objective of gap filling is to derive high quality synthetic data

being consistent with the measured data. As has been discussed in Chapter 5, prior

to filling data gaps, a data quality check has to be executed.
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6.1.1 Overview of methods to fill gaps in time series

Moffat et al. (2007) provided an overview of methods available to fill gaps in data

series of net carbon fluxes. Most of these methods can also be applied for fluxes

of H or λE. These methods can be grouped as follows: (non)-linear interpolation

(Xia et al., 1999), look-up tables (Falge et al., 2001), a method based on the mean

diurnal variations of previous periods (Falge et al., 2001), (semi-)empirical models

(e.g. Green, 1979; Desai et al., 2005) and (multiple) (non)-linear regression (Aubinet

et al., 2000).

Interpolation may be preferred in between time steps or between data from dif-

ferent sites, applying either linear or non-linear interpolation techniques. As most

relations in nature are complex, (non)-linear interpolation is reliable only when fill-

ing very short gaps (e.g. a 30-minute time step) and only then if other data series

without gaps of more or less physically related variables show the same trend (e.g.

T and Rs).

Look-up tables have the desired variable binned based on meteorological condi-

tions. Falge et al. (2001) used PPFD (Photosynthetic Photon Flux Density) and

vapour pressure deficit as the driving meteorological variables for λE and H. To

represent different seasonal conditions the tables were split up in 6 or 4 parts. The

advantage of lookup tables as compared to semi-empirical methods such as non-linear

regression is that look-up tables are discrete and do not depend on a fixed continuous

response function.

The Mean Diurnal Variation (MDV) method replaces missing data using the

mean for that time slot based on measurements of previous as well as of subsequent

days. This method is based on the assumption that the average of the previous

and subsequent periods is representative for the period with the missing data. For

(half-)hourly data, Falge et al. (2001) recommended averaging windows of either 7

or 14 days. Larger averaging intervals are generally not recommended as they will

for each time slot introduce more deviations from the mean. The strong point of

MDV is that no data are needed of other variables, which is particularly useful for

remote locations when no data are available at all. At the same time it is also a weak

point of this method, because there is no response to different conditions that may

influence the variable to be filled (Falge et al., 2001).

(Semi-)empirical models are used to fill gaps in data series of fluxes e.g. the

relation between Tsoil and Rs and the night time CO2 flux (e.g. Lloyd and Taylor,

1994). The disadvantage is however, that these models are based on either pre-defined

physical or physiological relations, not necessarily representative for the period with

missing data. For example, the assumption of energy balance closure, although the-
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oretically correct, will not be easy to apply to a specific site under all conditions. A

site may be influenced by either advection or by the problem that G0 or J has not

been accurately measured. Hence, fluxes derived from a model using the assumption

of energy balance closure will then show an offset as compared to the fluxes measured.

(Multiple) (non)-linear regression during gap filling ensures conservation of the

response to meteorological drivers. A non-linear regressor is capable of reproducing

the highly non-linear relations that are common in nature. A distinct advantage

of the use of regression techniques as compared to semi-empirical models is that in

principal it is not necessary to make any prior assumptions about a physical relation

between variables.

To derive artificial data use will be made of a non-linear regressor. Therefore a

distinction will be made between first order data of an automatic weather station

and second order data from a flux station. There is generally not just one cause

for missing data. The availability of variables to be used to fill the gap may be

different. Typical cases of missing data will be analysed and it will be demonstrated

how different data being measured (at the same site and nearby sites) can be used

to replace the missing data.

One of the risks in gap filling is that the periods with missing data are related to

unusual conditions. For example if an open path sensor has been used to measure

κ it is likely that gaps in the data series correspond to periods with showers. To

establish a relationship between λE and meteorological data, using the periods with

“good” data may bias the results to conditions during dry periods. How such a bias

may affect the results will also be investigated.

6.2 Quality check and data gap filling procedure

Before starting the gap filling procedure a data quality check was executed. The three

phases of the checks on the Automatic Weather Station data and the two phases of

the flux data checks have already been described in more detail in Chapter 4. All

data records that are flagged are considered as missing data. For training of the

regressor only the remaining data will be used.

After the three phases of the data quality check, first the missing data of the

meteorological and other prognostic data are replaced. Secondly, the missing data

of λE are replaced. The data quality and data filling procedures are schematically

presented in Fig. 6.1.
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Figure 6.1: Schematic representation of the data quality checking and gap-filling procedure

for the Automatic Weather Station (AWS) data and the flux data.

6.2.1 Automatic Weather Station data

For weather station data such as Ta, κr, u, Rnet, Rs and P there are a number of

techniques for gap filling available which are based on comparing data at a specific

site with those measured at neighbouring sites. Xia et al. (1999) tested 6 different

methods to estimate missing values in forest climatology data for Bavaria, Germany.

They found that a method based on multiple regression analysis (using the 5 nearest

weather stations) gave the best estimations. The most accurately estimated vari-

ables were maximum and mean temperature, and water vapour pressure, followed by

minimum temperature. The poorest results were obtained for wind speed and pre-

cipitation. The biggest problem arose when the station was located in an extended

forested area and the neighbouring stations were located in an area with different land

cover, such as grassland. They found that if the forest influence was not taken into

account the errors increased significantly, especially for wind speed and precipitation.

Site information can be used that is implicitly available in other variables mea-

sured at the site with the data gap. This will partially overcome the problem of the

differences between the sites. For example if wind speed data are missing at site A,
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but radiation data are available, a non-linear regressor can be trained using not only

the wind speed data at site A and site B, but also the radiation data at site A.

Based on these findings the following 3 possible options were used to derive a

first estimate. The first option is to use “redundancy” available if other sensors are

measuring the same variable, e.g. at other heights. The second option is to use other

variables measured at the same site that are strongly correlated, e.g. Ta and κr or

Rs and t (or Ratm
s ). The third option is to use the same variable but measured at

one or more neighbouring sites.

6.2.2 Flux data λE

For most variables measured by an automatic weather station simple physical re-

lations with other variables exist. For λE, these relations are more complex and

uncertain. In most cases λE can be simulated with any land surface scheme using

the driving variables as input. However, the use of any particular land surface scheme

will inherently reflect the concepts it is based on, and therefore strongly affect the

outcome, e.g. the PILPS results of Qu et al. (1996). Continuous records of λE data

are in general only of interest for longer time steps. Thus highly accurate gap filling

of flux data at a short time step is often not needed. Therefore as the driving vari-

ables are the base to replace the second order data, the first emphasis of gap filling

is on the driving variables.

Because for the analysis of the water balance terms λE at a daily or longer time

step are of interest, gap filling of λE will be performed on daily data. This approach

has the advantage of reducing the random uncertainty in the data. It also removes

most of the uncertainties associated with the different storage terms such as present

in the soil, the biomass and in the air volume below the reference level. Huntingford

and Cox (1997) and Musters (1998) already demonstrated that to replace the Jarvis-

Stewart functions controlling the stomatal or canopy conductance of the Penman-

Monteith equation, non-linear regressors such as neural networks can be used with

good results. Here this property is used to remove most of the seasonal fluctuation

in the data by subtracting a calculated reference evaporation before starting the gap

filling. Thereafter the neural network is used to explain the residue.

Because of the sparse distribution of flux stations, filling of missing flux data using

neighbouring stations is not practical. To derive a first estimate of λE there are two

options. The first option is to obtain λE as the residue of the energy balance. For this

option the other energy balance terms H and Rnet should be available. The second

option is to use the reference λE, e.g. based on the Penman-Monteith equation (see

Eq.2.35) with a fixed rs.



102 6. Gap filling to generate continuous data sets

6.2.3 Gap filling procedure

After establishing the first estimates, a non-linear regressor will be used to explain

the differences between the measured data and these first estimates.

To select the input variables needed to drive the regressor, ideally a Principal

Component Analysis will be performed, in particular if dependencies between vari-

ables are to be expected. If dependencies are found indeed, the variables will be

combined to one new variable to be used as input for the regressor. This procedure

will limit the number of degrees of freedom for the regressor. For linear dependencies

there are currently a number of tools available, but to the author’s knowledge, there

are no reliable tools for non-linear dependencies. Because it is expected that most

variables used in this study possess non-linear dependencies “expert judgement” will

be used. To assure a good estimate and to avoid extrapolation, care will be taken

to cover the variable space as well as possible. Variables in the regression that only

cover a limited range will be excluded. To increase the coverage of the variable space

(e.g. Haan, 1977) and if necessary variables will be combined, e.g. by the use of

physical models.

Subsequently, to derive synthetical data for the missing records in the data sets

the non-linear regressor will be used.

All the synthetical data will be added to the database with a flag marking the

method used to derive the data. Before these data are to be accepted, they are

compared with the original data flagged by the quality check. If the difference is

small and removal of the quality flag can be justified (e.g. by checking the notes in

the log book of the field station), the quality flag is removed and the original data are

accepted as “reliable”. For the opposite case, the synthetical data will be accepted

and the quality flag is replaced by a flag marking the method used to derive the data.

6.3 Artificial Neural Network as non-linear regres-

sor

Mathematically, the incorporation of known physical relations such as the conserva-

tion equations of mass and energy will remove much of the expected behaviour of

the target variable. To predict the anomalies a regressor can then be used. Hence,

instead of feeding the measurements directly to the regressor, the residuals of the

measurements and the output of the simulated physical relations will be used. In

a similar way differences between a variable measured with 2 different instruments

at the same or at 2 different sites may be used as the target for the regressor. To

simulate undefined non-linear relations that are common in nature, a non-linear re-

gressor is the best choice, as it has the greatest flexibility. Therefore, to estimate the
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Figure 6.2: Example of a neural network configuration with 5 input variables, a hidden

layer with 3 nodes and 1 output variable.

missing data an algebraic neural network will be used that is capable of reproduc-

ing highly non-linear relationships (Moors and Dolman, 2001; Gardner and Dorling,

1998; Huntingford and Cox, 1997). A typical neural network consists of a number of

input nodes, a number of nodes in a hidden layer and one output node. In Fig. 6.2

an example is shown of a neural network configuration.

For this study the neural network of Saxén and Saxén (1995) has been used. In

order to obtain the same weight for all input variables at the start of the training

session, all input variables, denoted by x will be scaled to values between –1 and +1:

x´ =
x− x

max(x)−min(x)
(6.1)

The output and input nodes will be activated by a linear function. To capture

the non-linear behaviour of natural systems, a sigmoid activation function will be

used for the nodes of the hidden layer, i.e.

y = −1 + 2

1− e−x́
(6.2)

For the training of the network the Levenberg-Marquardt algorithm has been used

(Press et al., 1989). This algorithm minimizes the sum of squares of the residuals

by modifying the network weights. The search direction is an interpolation between

the directions given by Gauss-Newton and the steepest descent methods (Saxén and

Saxén, 1995). The behaviour of the network configuration is evaluated using the

Root Mean Square Error (RMSE):

RMSE =

√∑
(y − ŷ)2
n

(6.3)
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To determine if a configuration is over-dimensioned a test data set has been used.

An increase in the number of nodes will in general result in a decrease of the RMSE

of the training data set. However, if at the same time the RMSE of the test set

increases, this increase is an indication of over-dimensionalising of the network and

this specific configuration will not be used.

6.4 Results

6.4.1 Automatic weather station data

Generally speaking there is not just one cause for gaps in the data series. The data

available to fill the gap also vary. In Table 6.1 an overview is presented of the most

common combinations and optimum network configurations used within this study.

Table 6.1 is not meant to compare different network configurations, but it represents

optimum configurations for parts of the data sets.

As mentioned earlier, this configuration depends on the availability of reliable

data of the input variables for that part of the data set.

One of the most important variables missing in Table 6.1 is the precipitation. The

calibration of a neural network to simulate the difference in precipitation between two

sites yielded good results. The RMSE of the test set however had such a large value,

that there was no benefit in using a neural network as compared to the use of a simple

regression equation. The same conclusion applies to the simulation of the difference

in precipitation between the rain gauge in the open field and the gauge mounted on

the top of the scaffolding tower.

As an example of how the optimum network configurations are derived downward

radiation flux density Rdown
l has been used. Modelling Rdown

l is not trivial especially

under cloudy conditions. There exist however a number of models for clear sky

conditions that yield acceptable results (e.g. Brutsaert, 1982). For cloudy skies

however the results become less satisfactory.

In general physical relations to model Rdown
l are based on Ta and κ as driving

variables. Rdown
s and H are other variables commonly not used for modelling of

Rdown
l . However, a strong physical relation can be very useful to fill missing Rdown

l

data. Rdown
s is related with Rdown

l through the radiation balance, and H through Ts.

Table 6.2 shows a number of such relations for Rdown
l . It also shows how the optimum

network configurations were derived from a number of possible configurations.

To prevent the neural network from solving the well known temperature depen-

dency of Rdown
l , the desired output Rdown

l has been replaced by the differences:

σT 4−Rdown
l . The data set was selected such that alternatively 48 consecutive records
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Table 6.1: Different neural network configurations as being used for the gap filling of the

automatic weather station variables. For each diagnostic variable the neural net input and

output signals, the number of nodes of the hidden layer, the flag identifying the method

used to derive the data, the RMSE of the training set and the mean of the output variable

is given. The variables used are u wind speed, u∗ friction velocity, udir wind direction,

κ specific humidity, H sensible heat flux density, E evaporation rate, ζ (= z−d
L

) stability

parameter, Ratm
s solar radiation at the top of the atmosphere, cc cloud cover and Rdown

l

(mV) refers to the incoming long wave radiation in millivolts, t time of day. The subscripts

refer to: the instruments kry: krypton hygrometer and son: sonic anemometer, the locations

lev2: level 2, soil, etc., the subscript res stands for the residue of the variable.

Variable Output signal Input signals Nodes Flag RMSE y

u u− uson uson, u∗, ζ 2 NN1 0.141 2.48

(m s−1) u− uloc uloc, udir, T, R
down
s 2 NN2 0.566

u− ulev1 ulev1, ulev2, uloc, R
down
s 3 NN4 0.446

u− uloc uloc, R
down
s , xlev1, xlev2 3 NN5 0.559

T T − Tson Tson, uson, u∗, ζ 3 NN1 1.024 15.97

(oC) T − Tson Tson, Tsoil, uson, ζ, t 3 NN2 0.847

T − Tson uson, u∗, ζ, t 3 NN3 0.982

T − Tson Tson, Tsoil, uson, u∗, ζ,H, t 5 NN4 0.677

T − Tloc Tloc, t 0 NN5 0.772

x x− xkry xkry, T, u,H, u∗, ζ, t 3 NN1 0.452 9.47

(g kg−1) x− xlev2 xlev2, T, u,Rs, t 3 NN2 0.352

x− xlev2 xlev2, T, u,H, u∗, ζ, t 5 NN3 0.393

x− xloc xloc, T, u, udir, t 2 NN4 0.579

Rdown
s Rdown

s −Ratm
s Ratm

s , T, x,H,Eres., u, u∗, ζ, t 6 NN1 27.05 263.2

(W m−2) Rdown
s −Rdown

loc Rdown
s,loc , T, R

atm
s , x, u,Rdown

l (mV ) 4 NN2 41.27

Rdown
l Rdown

l − σT 4 T,Rdown
s ,κr, u, t, R

atm
s , σT 4, cc 4 NN1 20.18 312.8

(W m−2) Rdown
l − σT 4 T,Rdown

s ,κr, H, ζ, σT
4, cc 3 NN2 19.31

with measured reliable data were selected for the calibration data set followed by 48

records for the validation data set.

For the calibration data set (N = 1486) the average of the measured Rdown
l was

312.81 W m−2. The validation data set consisted of 1536 records with the average

measured Rdown
l = 317.58 W m−2. As was to be expected the network set-up with

the largest number of degrees of freedom (i.e. number of input nodes plus hidden

nodes) showed the best calibration results.

The best validation results were obtained using Rdown
s , κr, H, u∗, ζ, R

atm
s , σT 4

and cc as input variables and 5 hidden nodes, i.e. the simulated Rdown
l = 314.20 W

m−2. Leaving out ζ, u∗, σT
4 or Ratm

s as input variables did not yield a significant
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decrease in the results. Leaving out Rdown
s had the biggest impact, followed by H.

A network configuration with Rdown
s , H and 2 or 3 other input variables provided

nearly always reasonable results. It should be noted that cloud cover indirectly uses

Rdown
s as it was calculated as the ratio Rdown

s /Ratm
s . If no turbulent data from the

flux station were available the input variables providing the best results were Rdown
s ,

T, κr, u, R
atm
s , σT 4 and cc. Of these variables Rdown

s and κr explained most of

the variance. Use of only artificially obtained data, such as time and Ratm
s was not

adequate to explain any variation whatsoever. However, to improve the results Ratm
s

could be used in combination with other variables.

Table 6.2: Simulation of σT 4 − Rdown
l by different neural network configurations. Also

shown are the number of hidden nodes, the RMSE and the ranking of the results of the

calibration (cal) and the validation (val) data set.

Input signals Nodes RMSE

cal.

RMSE

val.

Order

cal.

Order

val.

Rdown
s ,κr, H, ζ, σT

4 3 23.00 24.48 27 29

Rdown
s ,κr, H, ζ, σT

4, cc 3 18.60 20.30 9 7

Rdown
s ,κr, H, ζ, σT

4, cc 4 18.64 20.50 10 9

Rdown
s ,κr, H, ζ, σT

4, cc 2 20.14 21.05 16 11

Rdown
s ,κr, H, ζ, R

atm
s , σT 4, cc 3 19.15 21.67 12 17

Rdown
s ,κr, H, u∗, ζ, R

atm
s , σT 4, cc 4 16.84 20.40 4 8

Rdown
s ,κr, H, u∗, ζ, R

atm
s , σT 4, cc 5 16.52 19.49 2 1

Rdown
s ,κr, H, u∗, ζ, R

atm
s , σT 4, cc 7 16.83 19.49 3 1

Rdown
s , T,κr, H, ζ, σT

4, cc 3 19.31 21.08 13 12

Rs, T,κr, H, ζ, σT
4, cc 4 17.96 21.35 7 16

Rs, T,κr, H, λEEres, u∗, ζ, R
down
s , σT 4, cc 7 16.08 19.99 1 6

Rs, T,H, σT
4, cc 3 21.41 22.97 24 22

t, Ratm
s 3 31.94 32.00 45 45

t, Ratm
s 8 30.70 31.42 41 40

t, Ratm
s 4 31.40 31.71 43 43

Rdown
s , T,κr, u, R

atm
s , σT 4, cc 4 20.18 22.17 18 20

T,κr, u, R
atm
s , σT 4, cc 4 24.64 25.94 32 34

Ratm
s 4 31.56 31.86 44 44

cc 4 25.65 26.20 35 35

cc 2 25.78 26.20 36 35

cc 1 25.93 26.24 37 36

t, T,κr, u, R
atm
s , σT 4 4 24.19 25.49 31 31

T,κr, u, R
atm
s , σT 4 4 24.64 25.88 33 33

continued on next page
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continued from previous page

Input signals Nodes RMSE

cal.

RMSE

val.

Order

cal.

Order

val.

t,H, u∗, ζ, R
atm
s 4 30.30 30.53 40 39

H,u∗, ζ, R
atm
s 4 27.58 29.12 39 38

H,u∗, ζ, R
atm
s 3 25.08 26.86 34 37

H,u∗, ζ, R
atm
s 2 31.13 31.65 42 42

T,κr, cc 2 23.68 24.37 29 27

T,κr, cc 6 21.45 24.95 25 30

T,κr, cc 3 23.60 24.41 28 28

T,κr, u 2 26.13 25.87 38 32

κr, u, cc 2 23.71 24.21 30 26

κr, H, u, cc 2 21.83 21.27 26 15

κr, H, u, cc 3 21.06 21.73 23 19

Rdown
s ,κr, u,H, u∗, ζ, R

atm
s , σT 4, cc 4 17.32 19.50 5 3

Rdown
s ,κr, H, u∗, ζ, σT

4, cc 4 17.71 19.84 6 5

Rdown
s ,κr, H, u∗, σT

4, cc 4 18.30 19.74 8 4

Rdown
s , T,κr, H, cc 4 18.90 20.60 11 10

Rdown
s , T,κr, H, cc 3 20.48 21.18 20 14

Rdown
s , T,κr, u∗, cc 4 20.16 23.77 17 25

Rdown
s , T,κr, ζ, cc 4 19.74 23.32 15 24

κr, H, ζ, σT
4, cc 3 20.57 22.27 21 21

κr, H, ζ, σT
4, cc 4 19.52 23.02 14 23

κr, H, u∗, σT
4, cc 3 20.81 21.71 22 18

Rdown
s ,κr, H, σT

4, cc 3 20.47 21.12 19 13

6.4.2 Gap filling λE

To derive the optimal neural network configuration for the differences of λE, i.e.

λE − λ̂E, a number of neural network configurations has been tested using LAI ,

Rdown
s , Rdown

l , κr, κ, Ta, u, θ, Dθ.

Measuring λE during wet conditions is extremely difficult. Open path sensors

tend to produce spiky results or are shut down. Because of smearing of water vapour

in the tubes under such conditions, closed path sensors often underestimate λE. If

under these conditions data are excluded from the training data set of the regressor

there is a risk of results becoming biased towards dry conditions. For example in

the Netherlands wet periods in summer are often associated with mainly westerly

winds, while prolonged dry periods are associated with easterly winds. Also during

wet conditions, λE is more controlled by the efficiency of the aerodynamic transport

of water vapour. This control is in contrast to dry conditions when λE is largely
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regulated by the land surface. To overcome these problems inherently associated with

the measurement of λE during wet conditions, and following Gash et al. (1999), λE

has been calculated as the residual of the energy balance. Hence, a neural network was

separately trained on relatively dry conditions NNdry (P ≤ 0.5 mm d−1) respectively

wet conditions NNwet(P > 0.5 mm d−1).

For dry days the flux differences were calculated using the measured λE with

λ̂E calculated using the “Penman-Monteith equation”with a fixed surface resistance

rs = 100 s m−1 and also applying the Makkink equation (Makkink, 1959). The

latter equation is applied in the Netherlands to calculate the reference evaporation

and provides a simple estimate of the maximum λE based only on Rdown
s and T :

λEref = 0.65
∆κ

∆κ + γ
Rdown

s (6.4)

For wet days the differences were calculated using λE being derived as the residual

of the energy balance and λ̂E based on the Penman-Monteith equation using a fixed

surface resistance set to rs = 0 s m−1. Also the interception loss calculated as the

difference between P and Tf was tested as an extra input variable for the neural

network.

For the pine forest at the Loobos site, λE was most sensitive to κr and Ta. For

the years studied, this site did not show a significant influence of θ on λE as simulated

by the neural network. Although the pine forest at this site is located on a sandy

soil with a relatively deep groundwater table, the corresponding deep rooting system

made the trees less sensitive to the soil water deficit θD.

This insensitive behaviour towards θ is in contrast to that of the poplar forest

at the Fleditebos site, which is located on a fine textured clayish soil with a shallow

groundwater table. λE of this forest showed to be sensitive to θ during two years

with a relatively dry soil and low groundwater table and no sensitivity during the

relatively wet year. Including θ as an input variable for the neural network improved

the simulation results of λE at this site.

Fig. 6.3 shows the 1996 measured evaporation rate and the evaporation rate

simulated using a neural network trained on the data of the years 1995, 1997 and

1998 for the poplar stand at the Fleditebos site.

Setting rs = 0 s m−1 overestimated λE. It thus increased the scatter in the

differences to be explained by the neural network and did not improve the results.

Using θ during dry periods improved the results, also for the relatively wet year.

Including the interception did not improve the results.

Using a different regressor for wet and dry conditions, provided a “best estimate”

for E in 1996 of 632 mm yr−1 (see Table 6.3).

This “best estimate” for E corresponds well with E derived as the residual of the

water balance, i.e. 653 mm yr−1. The use of only dry periods to train the neural
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Figure 6.3: Daily sums of measured evaporation E and simulated evaporation ENN for

the poplar forest at the Fleditebos site in 1996. The simulation results are the combined

results of a neural network trained separately for dry and for wet periods in the years 1995,

1997 and 1998. The regression results are: ENN = 0.28 + 0.97E (R2 = 0.88).

Table 6.3: Total evaporation E at the Loobos site with missing data filled using different

filling techniques. “Best estimate” (NN), i.e. a combination of measured data and data of

NNdry and NNwet, NN trained for dry periods only (NNdry), NN trained for wet periods

only (NNwet), E derived as the residue of the water balance (Water balance), precipitation

(P), change in soil moisture storage (∆S), all in mm yr−1.

Year E P ∆S

NN NNdry NNwet Water balance

1996 632 546 708 653 699 46

network clearly underestimated E, while the neural network trained only for wet

periods overestimated Ė.

In Table 6.4 the results of different filling techniques are compared. The estimates

of the diurnal variation, look-up tables and the non-linear regression have been taken

from Falge et al. (2001). The following remarks on these 3 methods can be made.

• The most important drivers for the look-up tables and the non-linear regression

methods were Rnet and κD, taking into account the negative H and hence the

additional energy available during wet conditions;

• Total E resulting from the look-up tables and the non-linear regression were
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Table 6.4: Total evaporation E at the Loobos site with missing data filled using different

filling techniques. Neural Network (NN), NN trained for dry periods only (NNdry), diurnal

variation (Diur. var.), look-up table (Look-up), non-linear regression (regr.), precipitation

(P), throughfall (Tf ), interception (Ei), all in mm yr−1. Also shown are the number of

missing days and the number of days with P > 0.5 mm d−1.

Year E P Tf Ei Number of days

NN NNdry Diur. var. Look-up Regr. Missing Rain

1997 605 433 444 333 333 787 546 241 49 75

1998 703 399 392 362 362 1266 898 368 125 87

1999 691 574 618 607 607 861 541 320 156 83

identical;

• Diurnal variation technique provided the highest estimates of E of these three

methods;

• Magnitude of the differences between the methods varied from year to year.

The NNdry compared relatively well with the 3 methods mentioned before. NN

in Table 6.4 yielded the highest estimates. This difference is mainly because a better

measure for λE during wet periods was used to train the regressor of NN.

The fact that the other methods underestimated E is evident when comparing

with the amount of Ei. Especially in 1998, which was a relatively wet year, this is

clear. The part of the total E left for transpiration was negative for the look-up

tables and the non-linear regression methods. From Table 6.4 it is also clear that the

results of the filling procedure did not only depend on the number of missing data,

but also on the specific period for which the data were missing. For example, the

results of all methods were much better comparable to each other in 1999 than in

1997. This difference may be caused by:

• Combination of a large number of days missing in the spring of 1999;

• High E-values for the days with measurements;

• Relatively high Rnet (50% higher than in 1997 and 1998) in the spring of 1999

resulting in a relatively high E due to the strong dependency on radiation.

The average uncertainty due to the gap filling in the daily E for all years and

different sites using the neural network technique described here was 0.39 mm d−1

(σ = 0.05 mm d−1). However as stated before, the uncertainty involved in the
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Table 6.5: Percentage of missing data of the Automatic Weather Station (AWS) and of

missing data of the eddy correlation system (sensible heat flux H) with the uncertainty due

to the gap filling in the total latent heat flux, ∆λE .

Bankenbos Fleditebos Kampina Loobos

% % % %

1995 Missing data AWS 16 0 - 4

H 28 15 - 20

Uncertainty ∆λE 6 4 - 6

1996 Missing data AWS 22 3 8 0

H 21 10 7 21

Uncertainty ∆λE 7 3 2 7

1997 Missing data AWS 2∗ 16 0 0

H 28∗ 39 3 8

Uncertainty ∆λE 7∗ 10 1 2

1998 Missing data AWS - 0+ 0# 14

H - 8+ 21# 31

Uncertainty ∆λE - 2+ 5# 7
∗) Measurements ended on DOY 265 1997 (for the whole year: missing

data AWS 29%, H 48%, ∆λE 13%)
+) Measurements ended on DOY 117 1998 (for the whole year: missing

data AWS 68%, H 70%, ∆λE 19%)
#) Measurements ended on DOY 231 1998 (for the whole year: missing

data AWS 37%, H 50%, ∆λE 11%)

simulated data depends on several aspects and thus varies from period to period and

from site to site.

In Table 6.5 total uncertainty ∆λE for each site per year is given. To estimate

the uncertainty for each site one year was selected and artificial gaps with different

lengths were created. ∆λE is based on the estimated bias and the length of the data

gaps in the flux data. The total uncertainty that can be attributed to the gap filling

is well below 10% for all sites and all years. If more than 50% of the data are missing,

∆λE may become 20%, i.e. see remark #) in Table 6.5.

6.4.3 Effect of the number of missing records on uncertainty

The influence of the number of missing data on the uncertainty of the simulated data

was studied by creating artificial gaps in a data set of incoming long-wave radiation

Rdown
l . The network configuration being used is depicted in Fig. 6.4.

The activation function for these nodes was Eq. 6.2. All data have been taken

from the Loobos site. Training data were mainly selected from periods before and
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Figure 6.4: Neural network configuration used for the simulation of the downward long

wave radiation Rdown
l .

after the gap periods. The data set covered the period between 1 February and 24

June. The data records were selected in such a way that the period with missing

data (gap) was followed by a period with good quality data. An exception was the

data set with the longest data gap. For this data set the data gap was located either

in the winter period with the calibration period (training) in the summer or vice

versa. Fig. 6.5 shows the RMSE of the calibration and of the validation runs as

a function of the number of missing data. Total number of records being used is

3025 and the average value of Rdown
l for all data used is 307.0 W m−2. For all runs

the same total number of records (i.e. calibration plus validation data) has been

used. The use of the same total number of records implies that, the more data were

missing, the less data were available for training. This difference in available training

data explains why the RMSE of the calibration sets was slightly decreasing with the

number of missing data increasing. For about 40% of the missing data the RMSE of

the calibration and validation set are comparable. At higher percentages the RMSE

of the validation set increases slowly, above 90% rapidly.

6.5 Discussion

Because of the discrete character of the precipitation data, the use of neighbouring

stations is often the only method to fill missing precipitation data. The results

improved with decreasing distance between the stations and with increasing time step,

i.e. daily or longer time steps. For our study the use of two completely independent

rain gauges assured almost 100% data coverage.

The comparison between different methods to fill gaps in data sets (see Table

6.4), demonstrated that satisfying results were obtained using a neural network as
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Figure 6.5: The RMSE of the calibration data set respectively of the validation (missing)

data for the incoming long wave radiation Rdown
l at the Loobos site using data sets with

increasing length of the period with missing data.

non-linear regressor. These results are in line with findings of Moffat et al. (2007).

Although their study was focused on net carbon fluxes, the differences between the

gap filling techniques are applicable to all eddy-correlation data.

Selection of reliable data may create a data set biased towards specific conditions.

Comparing E after gap filling with Ei = P − Tf , demonstrated unrealistic results if

gap filling is exclusively based on dry conditions (see Table 6.4). The latter implies

that the values of E as presented by Falge et al. (2001) are most likely underesti-

mates of the true E-value. Our results show that at least for the Loobos site the

underestimation is mainly attributed by the exclusion of wet periods. To a lesser

extend it may also be caused by the gap filling technique used, i.e. either Look-up

table or Regression.

The main advantage of the use of a neural network is that there is no need to

find a consensus model to generate the flux data: consensus on the input data and

the transfer function is sufficient.

Most studies comparing gap filling techniques assume the same set of data being

available, which implies an automatic weather station data set. However, having in

addition the sonic anemometer measurements available and hence the friction veloc-

ity and sensible heat flux data will also be available. As shown in our study, using

this information will greatly improve the performance of the gap filling technique.

Incorporating these other measurements in a standard protocol is complicated, be-

cause as shown in Table 6.1 a large number of different neural network configurations
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is possible. The best configuration will depend on the site characteristics as well as

the data available.

Filling data sets of which the number of missing data are less than the number

of data available for training of the regressor, gave an uncertainty to the simulated

data being comparable to the calibration data set. For these cases the uncertainty

depended primarily on the capability of the regressor to simulate the physical depen-

dencies and it was independent of the size of the data gap. If the number of missing

data became more than the number of training data the uncertainty in the estimates

increased as well. The magnitude of the uncertainty depends strongly on the size of

the data gap (see Fig. 6.5).

The uncertainty due to the use of simulated data to fill the missing records is for

E in normal years well below 10% (see Table 6.5). Large parts of this uncertainty

can be attributed to the measurement uncertainties (see Chapter 5) rather than the

gap filling uncertainties.

6.6 Conclusions

The application of neural networks contributes to highly consistent data series. The

algorithm used is only valid for the conditions it is trained for. Hence it gives no

guarantee for the ultimate quality of the results. This dependency on the training

conditions was especially clear in the comparison of the filling methods being used

for the estimation of E.

Not taking into account the weak points of the measuring technique used and the

differences in conditions during wet and dry periods leads to a serious underestimation

of E (up to 50% of total E).

The best validation results simulating E were obtained using a neural network

configuration with Rdown
s , κr , H, u∗, ζ, R

atm
s , σT 4 and cc as input variables and

5 hidden nodes. A network configuration with Rdown
s , H and 2 or 3 other input

variables provided nearly always reasonable results.

The magnitude of the uncertainty depends strongly on the size of the data gap.

The uncertainty in E because of gap filling is in an average year well below 10%.



Chapter 7

Dry canopy evaporation

7.1 Introduction

Under dry conditions the evaporation from a forest consists of two parts: transpira-

tion by the vegetation and evaporation from the bare soil underneath the vegetation.

Of these two evaporation processes, transpiration is for forested surfaces the main

contributor. Under conditions with a relatively moist soil, water loss is largely con-

trolled by the physical boundary layer resistance ra. The magnitude of ra depends

on the roughness characteristics of the canopy and the wind speed. Under conditions

when the soil is drying out, the major control of water loss becomes physiological,

often represented by a single surface or canopy resistance rs. (e.g. Monteith and

Unsworth, 1990).

Forests, however, are complex eco-systems, usually with great variability in space,

both horizontally as well as vertically. The most extreme compositions are: on one

side a forest with a single tree species and no or nearly no understorey (e.g. beech

forest in the mid latitudes), and on the other side a forest with such a diversity in

tree species and a lush understorey that there is no free air space left (e.g. tropical

rain forest). In the northern mid latitudes where the Netherlands is located, there

is almost no natural forest and most forest stands are basically planted single tree

species. In these forests the undergrowth composition is influenced by the available

radiation which depends on shading by the trees, available nutrients which depends

on soil type, litter quality and atmospheric deposition, and hydrological regime. The

fact that the undergrowth is seen as a competitor of trees, e.g. bracken (Pteridium

aquilinum) in the UK (Roberts et al., 1980), dwarf bamboo (Sasa kurilensis) in Japan

(Ishii et al., 2008), rhododendron (Rhododendron ponticum) in Belgium (Nadezhdina

et al., 2004) and wild berry (Prunus serotina) in the Netherlands (Koop et al., 2000),

illustrates the potential impact of the undergrowth on the water balance of a forest.

To overcome periods of droughts it is necessary for forests, i.e. a combination of

trees and undergrowth, to reduce the evaporation rate to preserve water. To achieve

this reduction in water loss, some tree species drop their leafs, e.g. poplar trees, while

others close their stomata, e.g. pine trees.
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It is expected that climate change will come among others with prolonged dry

periods without rain (Christensen et al., 2007). For areas like the lower parts of the

Netherlands, the connection between the root zone and the groundwater level often

determines the composition and hence the quality of the natural vegetation cover.

Prolonged disconnection from the groundwater may thus have serious consequences

for such eco-systems. In this chapter special attention will be given to the derivation

of parametrizations for water stress of forests in The Netherlands.

Transpiration loss of water is not only regulated by the availability of water at the

root-soil interface, but also by other bio-physical processes causing stomatal closure.

Cochard et al. (2002) have shown that trees are able to “sense” a coming drought,

while the trees are still being supplied with water at rates adequate to meet maximum

transpiration requirements. Here we postulate that this process is related to the dry-

ing of the top soil layer where most roots are present combined with extractable water

being available at deeper layers. It has been shown that vegetation, and especially

trees are able to extract water from deeper layers enabling them to survive periods of

drought (e.g. Rambal, 1984; Talsma and Gardner, 1986). The “sensing” of drought

is most likely a combination of different drivers affecting the leaf water potential, as a

dry top soil layer is mostly coinciding with relatively high radiation load Rdown
s , high

air temperature Ta and a large vapour pressure deficit eD. The exact functioning is

however still unclear (e.g. Woodruff et al., 2007) and may or may not be caused by

feedback mechanisms using enzymes such as ABA (e.g. Franks, 2004; Franks et al.,

2007).

The flow of soil water to the roots is much better understood (e.g. Feddes and

Raats, 2004). The rate of water uptake depends on rooting density, soil hydraulic

conductivity, and the pressure difference in the soil and at the soil-root interface. Non-

uniformity of root water uptake from different soil depths as caused by differences

in root densities and water availability, greatly complicates the understanding of the

feedbacks of water stress on canopy resistance. In general the feedback of soil water

on canopy conductance is simulated using a single function based on a single soil

water parameter, such as used in Eq. 2.51. However, this soil water parameter is

not necessarily a good representation of the complex relationship between stomatal

closure and available soil water. To improve on this relationship, we will test a model

for the stomatal closure that is able to represent the feedbacks by two distinct soil

water sources, i.e. the water content of the top soil and of the soil layer at the depth

of the deepest roots.

The flow of water from the soil, through the plant into the atmosphere is deter-

mined by a series of resistances: flow of soil water from a point in the soil towards

the interface with the roots, - i.e. through the epidermis of the roots, - from the

roots to the leaves and finally through the stomata into the stomatal cavities. Under
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conditions of limited water availability, the main contributor to soil water stress is

the resistance of the transport of water from the soil to the roots. The magnitude of

this resistance depends on the root distribution and the hydraulic characteristics of

the soil. Root distribution is variable in space and time and depends among others

on plant species, bulk density of the soil and on the water and nutrient availability.

Hence, a comprehensive study of effects of soil water stress on stomatal closure would

consist of a dynamic root growth model as well as a dynamic unsaturated zone flow

model. However, for field studies and for land surface schemes for regional models

such an approach is hardly achievable. Hence a simplified approach is proposed.

The first objective of Chapter 7 is to derive parameter sets for a number of different

forest types in the relatively small area of the Netherlands as well as to investigate

if these sets add any additional information that may be used to describe regional

heterogeneity in the transpiration rates of forest. Special attention will be paid to

conditions of possible water stress and the effect of the groundwater reservoir.

The second objective of this Chapter is to analyse the separate contributions of

the trees and the undergrowth to the total water loss of the forest sites studied.

Data from 5 sites in the Netherlands will be used. For a detailed description of

the characteristics of the sites the reader is referred to Chapter 3. For a description

of the continuous measurement system used, see Chapter 4. In the present chapter

only some additional information on the undergrowth at the poplar forest of the

Fleditebos site and at the pine forest of the Loobos site will be given. At these 2

sites additional eddy correlation measurements were taken below the tree canopy.

The measurements of sapflow at the pine stand will be used as an independent check

of the performance of the dual source model.

7.2 Leaf area development of undergrowth at Fledite-

bos and Loobos site

To enable the study of the undergrowth as a separate evaporation source a second

flux station has been employed below the canopy at the two sites with a significant

undergrowth. At the Fleditebos site the herbal undergrowth is covered by an almost

closed canopy cover of poplar trees i.e. cveg = 0.8 in summer time and covered by

bare trees in winter time i.e. cveg = 0.2. At the Loobos site the grass undergrowth

is covered by a relatively open canopy of pine trees i.e. 0.55 < cveg < 0.7.
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7.2.1 LAI of the herbal undergrowth of the poplar forest

At the poplar site the herbal undergrowth started as early as February, with a maxi-

mum growth rate in April, leading to a LAI close to 4 m2 m−2. In the second half of

May LAI started to decline although the height still increased to reach its maximum

of 1.2 m to 1.3 m in July and August. Towards the end of September the height of

the undergrowth decreased to 0.4 m and LAI became ≤ 1.0 m2 m−2. In October

some regrowth occurred, i.e. average height 0.15 m and LAI 1.5 m2 m−2, which

lasted until the end of November.

7.2.2 LAI of the grass undergrowth of the pine forest

At the pine site the grass undergrowth showed a similar seasonal pattern as the herbal

undergrowth of the poplar forest. However, the maximum LAI , i.e. 1.5 m2 m−2 of

the living grass biomass was reached somewhat later at the end of June and started

to decline at the end of July. Regrowth in October was observed with LAI reaching

1.0 m2 m−2. It should be noted that in more recent years there was an increase in

other species of the undergrowth. A survey done in 2009 showed next to the grass

fractional cover of 46% also a fractional cover of 5% by Vaccinium Myrtillus and 5%

by young pine trees. Total LAI of the undergrowth i.e. also including mosses varied

in 2009 between 1.1 and 2.3 for winter and summer respectively.

7.3 Root water uptake

7.3.1 Root water uptake parametrization

The parametrization of the root water uptake can be separated into two coupled

processes:

1. Effects of water stress on the closure of the stomata,

2. Location of the root water uptake.

The first process determines the total amount of water that will evaporate and is

influenced by stress on the stomata as caused by water shortage. The second process

determines how root water uptake of this total amount of water is distributed over

the different soil layers. It is assumed that allocation of root water uptake is based

on minimizing the consumption of energy i.e. most of the water will be taken up in

soil layers having the lowest soil water pressure and the highest root density (see Fig.

2.2).
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For most forests root distribution can be split into two parts: the upper part with

a high root density and the lower part with a low root density often existing of tap

roots only.

To model the effect of water stress on stomatal closure we take the differences

between shallow and deeper soil layers into account. This distinction in soil depth

leads to a function for the soil water induced stress being composed of a fast and a

slow reacting component. The fast reacting component reflects mainly the vegetation

characteristics towards water stress and depends on the soil water content of the upper

soil layer. The slow reacting component takes into account the slow depletion of the

available water storage as well as the possible additional water available by capillary

rise from the groundwater reservoir. The latter is mainly determined by changes in

hydraulic conductivity. In the case of a tree canopy with undergrowth, the upper

soil layer will include both: roots of trees and undergrowth, while the deeper layer

may consist of tree roots only. For time steps less than a day, it is assumed that the

upper and the lower soil layer act as two independent parallel sources of soil water.

Taking into account the distinction between the upper and lower soil layer, the

soil water stress function becomes (see also Fig. 7.1):

f(θ) = f(ψ(z1))f(ψ(z2)) (7.1)

The function f(ψ(z1)) represents primarily the direct and indirect feedback mech-

anisms of the vegetation to limited water availability in the upper soil layer z1.

The function f(ψ(z2)) represents available soil water under relatively dry condi-

tions, reflecting the soil water conditions of a relatively thick layer at the bottom of

the root zone z2. The thickness of the layer allows to take potential vertical root

growth under drying conditions into account.

As the exact functioning of stomatal closure is still unclear and complex feedback

mechanisms may exist for the stress functions, the following empirical approach will

be used for the feedbacks by the soil water stress in the top layer. Here we assume

for f(ψ(z1)) an exponential function similar to Eq. 2.51.

To simulate the influence of added soil water available to the vegetation by for

example capillary of a groundwater reservoir, 2 options will be tested for f(ψ(z2)):

The first option f(ψ(z2))A is based on the assumption that at the deeper soil

layers the availability of water is mainly driven by the hydraulic characteristics of

the soil. It is assumed that soil layers z1 and z2 function as two parallel sources of

soil water. Based on Sinclair (2005) and Sinclair et al. (2005) we derived a simplified

equation for gs:

gs
gs,max

= 1− ψ(z2)

ψc
(7.2)
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Figure 7.1: The soil water stress model f(θ) = f(ψ(z1))f(ψ(z2)), with f(ψ(z1)) repre-

senting the soil water feedbacks of the upper soil layer where 80 - 90% of the roots are

found. The left hand side of the figure shows model option A for f(ψ(z2))A representing

the feedback of the deepest roots. The right hand side shows model option B for f(ψ(z2))B

representing the soil water feedback of the total root zone.

where ψ(z2) is the soil water pressure at depth z2 and ψc represents the water pressure

of the canopy. Sinclair (2005) showed that changes in the hydrostatic pressure of

the leaves has no significant impact on the relative transpiration rate. Hence ψc is

assumed to be constant at -1.5 MPa. The resulting curve is independent of the soil

type.

The second option f(ψ(z2))B is based on the assumption that roots have access

to all soil water, i.e. from the surface down to the depth of the deepest roots.

Because in the Netherlands really dry conditions are at the moment relatively

scarce, there is a lack of field measurements during prolonged dry periods. To over-

come the limited number of data available representing the feedbacks under dry

conditions, for the second option f(ψ(z2))B , a parametrization based on measure-

ments under more extreme conditions is used. Here an empirical function based on

data of 5 different forests in France, i.e. oak, beech, fir, spruce and pine will be used

(Granier et al., 2000):

f(θD) =
p1 + p2(1− θD)−

[
{p1 + p2(1− θD)}2 − 2.8p1p2(1− θD)

]1/2
1.4

(7.3)

where p1 = 1.154 and p2 = 3.0195. The soil water deficit θD will be based on

available soil water in the entire root zone.
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Both options do not require site specific parameters. To derive site specific pa-

rameters sets only the parameters for f(ψ(z1)) have to be optimized.

The soil water pressure ψ is defined as (see also Eq. 2.8):

ψ = −ρwg
α

[(
1

S

)1/m

− 1

]1/n

(7.4)

where S denotes the relative soil water saturation (see Eq. 2.50).

To convert measured θ into ψ, parametrizations will be used either determined by

analysing soil samples in the laboratory or taken from standard soil databases (e.g.

Wösten et al., 1999).

7.4 Methods used to derive surface conductance

The response of the transpiration rate to changes in environmental conditions will

be analysed based on two separate assumptions:

- The forest is a unique eco-system that behaves as one “big leaf”;

- The undergrowth is an important part of the forest eco-system and needs its

own parametrization.

To model the effects of water stress both assumptions need a parametrization

depending on the water uptake by roots. The parametrization to simulate water

stress as has been described in Chapter 2 is adequate if the objective is to derive

a unique set of parameter values for a specific site, i.e. a unique combination of

vegetation and soil.

If the objective however, is to derive parameter sets allowing to change vegetation

cover at sites, disentangling of the vegetation and soil characteristics is required. This

latter objective will not be completely achievable. Not only the vegetation species,

but also soil characteristics, such as dry bulk density and nutrient availability have

major impacts on the rooting system. Also over longer periods, vegetation itself is

one of the drivers in the soil formation processes.

With these shortcomings in mind, an attempt will be made to have a first order

separation of the controls on water flow affecting stomatal closure by soil characteris-

tics and vegetation. This separation is especially aimed at vegetation types with deep

rooting systems, tapping from water sources such as the unsaturated zone just above

a groundwater aquifer, which may be considered being independent of the present

daily weather.
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7.4.1 “Big leaf” approach

The “big leaf” stomatal conductance gs has been derived from flux measurements

taken above the canopy and by inverting the Penman-Monteith equation (Eq. 2.35):

gs =
1

rs
=

γλE

ra∆eA+ ρcpeD − ra (∆e + γ)λE
(7.5)

The available energy A is derived as the sum of measured H and λE.

7.4.2 Dual source model for two vegetation layers

The separate responses of trees and undergrowth have been analysed based on eddy-

correlation measurements taken above as well as below the tree canopy at the poplar

forest of the Fledite site and the pine forest at the Loobos site. The contribution

of the two vegetation layers has been simulated using the sparse canopy model of

Shuttleworth andWallace (1985) and Dolman (1993), as has been described in Section

2.5.5.

7.4.3 Radiative transfer scheme for sparse canopies

In many studies the upper layer vegetation is assumed to be a continuous horizontal

layer. For sparse forest, with cveg < 1 as often found in managed forests at mid

latitudes, this assumption is not necessarily a good one. A number of processes such

as soil respiration, undergrowth transpiration and photosynthesis need a proper esti-

mation of the amount of energy available below the tree canopy. Begue et al. (1996)

showed that not taking inhomogeneity of discontinuous vegetation into account may

result in an overestimation of PAR (Photosynthetic Active Radiation) interception

by a factor of 1.5.

Continuous measurement of radiation under a canopy is rather complicated. To

at least partly overcome this problem, use has been made of a two layer radiative

transfer scheme (Hanan, 2001). This scheme also provides the opportunity to study

the sensitivity of total transpiration in relation to the structure of the tree canopy:

it makes use of both a macro structure and a micro structure sub-model. The macro

structure sub-model describes the geometric distribution of the tree structure. The

micro structure sub-model describes the fate of radiation in the tree crown as well as

in the lower layer vegetation.

The tree canopy is modelled as a discontinuous canopy. The individual tree

crowns have a cylindrical form. The gap probability is estimated using the fractional

projected canopy cover. The macro structure model also provides the path length

needed to calculate the radiation attenuation in the vegetation by the micro structure
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model. A negative binomial distribution is used to estimate interception and scat-

tering of radiation by leaves and branches. Leaves and branches each have their own

surface and spectral properties. In the lower vegetation layer differences in spectral

properties are used to distinguish between green and senescent leaves.

7.4.4 Stomatal conductance parameter optimization

The parameter values (i.e. constants) of the conductance functions (Section 2.5.3) are

obtained by optimizing against the measured surface conductance gs and by minimiz-

ing the sum of squares of model predictions and measurements using a Marquardt-

Levenberg algorithm (SigmaPlot v10, Systat Software, Inc). All stomatal conduction

functions were optimized simultaneously, resulting in curves maximizing the conduc-

tance for the different drivers.

7.5 Stomatal conductance using the “big leaf” ap-

proach

To analyse the differences in the behaviour of the stomatal conductance gs between

sites and years, the parameters for the Jarvis-Stewart model were optimized for each

site and each year (Table 7.5). For this analysis the soil water content deficit θD was

derived from θ measured in the root zone. The root zone is here defined as the soil

layer where 80 to 90% of the roots are present (See Fig. 3.24). To reduce the effect

of soil structural differences, θD has been normalized using the expression:

θD =
1∑n

i=1 ∆zi

n∑
i=1

(
θmax − θ

θmax − θmin
∆z

)
i

(7.6)

where the difference between θmax and θmin determines the maximum amount of soil

water being available for root water uptake during periods of drought. Often θmax

and θmin are based on limits for ψ such as Field Capacity ψFC and Wilting Point

ψWP . For agricultural crops the expressions ψFC = −102.0 Pa and ψWP = −104.2
Pa are usually taken. For |ψ| > |ψWP | the vegetation will die. The exact value of

ψFC may vary depending among others on the groundwater level. The crop type

determines at what soil water pressure water ψ stress starts about to occur, e.g. for

grass ψ = −102.7 Pa and for grains ψ = −103.0 Pa.

For forest these values differ, not only because of physiological differences between

trees and crops, but also because of the extensive rooting system of trees. This rooting

system compensates for differences in ψ both in the horizontal as well as in the vertical

direction. To calculate θD for forest, Granier et al. (2007) used ψFC = −101.5 Pa

and ψWP = −103.3 Pa.
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The table in Appendix E gives an overview of θ at these different ψ by using the

retention curves found at the sites. Fig. 7.2 shows for the 5 sites the amount of

available θ between different ψ at depths close to the surface and at depths at, or

close to the maximum rooting depth. The value ψ = −101.5 Pa coincides with the

maximum change in slope of θ, from which point onwards an increase in water stress

is to be expected.

However, comparing the values of θ at ψ = −101.5 Pa with the measured θ-values

throughout the year shows that these values are extremely high and do rarely occur.

In order to obtain a value better representing the amount of soil water available during

a dry period under field conditions, θmax was determined based on two assumptions.

Firstly: θmax was based on the lowest values for θ measured during the months with

negligible evaporation, i.e. from November until April. Secondly: these data were

only used when the soil was allowed to drain for at least 10 days with P < 10.0 mm

10d−1 and P < 2.0 mm d−1.

These assumptions showed to be similar to the assumption of a fixed h over the

different soil layers, i.e. for the sites with sandy soils ψ = −101.8 Pa, and for the

Fleditebos site with its clay soil ψ = −102.1 Pa. Only the soil at 1.0 m depth under

the oak forest at the Edesebos showed a sharp decline in θ at a much lower ψ, i.e.

ψ = −100.4 Pa. This decline could imply that at this site the oaks may experience

a stress signal from the roots at this depth at a much earlier stage than from the

roots at other depths. Summarizing and following Granier et al. (2000) θmin was at

all sites defined at ψ = −103.3 Pa.

To prevent evaporation of intercepted water contaminating the optimization of

gs dry records were used only. “Dry” was defined here as records being preceded by

a period of at least 48 h without rain. To reduce the number of data with limited

accuracy, the following additional data selection criteria were used: H > 25 W m−2,

λE > 25 W m−2, Ta > 0 0C, κr < 98%.

For the poplar forest at the Fleditebos site, the LAI of trees and undergrowth

reached their maximum in different months (see Fig. 3.13). These differences in

timing of LAI were used to separate the data set of the Fleditebos site in a period in

which the undergrowth was dominant and a period in which the trees were considered

dominant. Table 7.2 shows the optimized parameter sets for those two periods based

on the “Big leaf” approach. The most distinct differences were found in the much

higher gs,max and optimum temperature for the trees. If compared to the parameter

set for all years of the poplar forest of Table 7.5, it shows the significant impact of

the undergrowth on the magnitude of the overall parameters for this site.

The optimization results in Table 7.5 are presented for each year for the periods

when the trees and/or undergrowth are most active, i.e. the period from June until

the end of September. In Table 7.3 the maximum gs is presented based on total LAI ,
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Figure 7.2: The soil water content θ (m3 m−3) as a function of soil water pressure ψ (Pa).

The top panel depicts the soil properties just below the soil surface (0.07 - 0.15 m), the

lower panel depicts the properties of the deepest soil layer (0.54 - 1.0 m) measured. The

amount of available soil water θ between ψ = −101.5 Pa and ψ = −103.3 Pa is illustrated

by the horizontal lines (See also Appendix E).
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Table 7.1: Optimized maximum surface conductance gs,max and stomatal conductance

functions for each year and each site for the periods that trees and/or undergrowth were

active, i.e. end of June until end of September. Also shown are the results of a specific site

for all years. The constants aR, aT , ceD, aeD, cθD and aθD refer to the equations of Section

2.5.3. As a measure of fit, R2 and the Standard Error of Estimate (SEE) are given. In 2001

at the Loobos site no soil water measurements were available because of lightning damage.

Site Year gs,max aR aT ceD aeD cθD aθD R2 SEE

Tree species mm s−1 W m−2 0C hPa hPa−1 m3 m−3 - - mm s−1

Bankenbos 1995 7.3 295.3 21.3 0.703 0.076 0.01 1.70 0.56 0.7

Larch 1996 8.1 78.5 17.3 0.323 0.096 0.85 0.27 0.51 0.9

1997 7.2 374.0 20.7 0.460 0.072 0.01 0.10 0.59 0.7

All 7.3 233.7 19.4 0.164 0.075 0.58 0.35 0.50 0.8

Edesebos 1988 7.5 280.0 16.3 0.233 0.070 0.49 1.68 0.66 0.7

Oak 1989 8.1 309.7 24.1 1.068 0.090 0.45 3.14 0.62 0.7

All 7.7 290.3 18.9 0.578 0.079 0.40 2.27 0.67 0.7

Fleditebos 1995 8.0 251.1 19.0 0.182 0.076 0.20 0.39 0.52 1.1

Poplar 1996 8.8 165.5 14.9 0.001 0.093 0.57 0.01 0.47 1.3

1997 7.8 57.7 14.7 0.069 0.063 0.57 1.04 0.58 1.2

All 8.3 146.6 16.8 0.034 0.082 0.30 0.22 0.48 1.2

Kampina 1996 6.2 151.7 14.2 0.001 0.086 0.49 1.68 0.49 0.9

Mixed 1997 8.8 443.7 16.1 0.136 0.093 0.49 1.68 0.60 1.0

Forest 1998 6.5 0.1 11.5 0.001 0.060 0.49 1.68 0.56 1.2

All 7.7 216.8 16.0 0.045 0.100 0.49 1.68 0.49 1.1

Loobos 1995 6.6 192.8 14.7 0.001 0.052 0.35 0.64 0.65 0.7

Pine 1996 11.9 166.1 15.6 0.397 0.127 0.12 0.45 0.61 1.1

1997 10.0 438.4 16.1 0.293 0.076 0.15 0.26 0.62 0.9

1998 10.5 479.0 19.8 0.439 0.075 0.16 0.25 0.63 0.8

1999 10.3 323.0 16.2 0.644 0.086 0.27 0.54 0.69 0.9

2000 11.1 363.3 17.5 0.763 0.100 0.49 1.68 0.65 1.2

2001 12.9 321.4 24.6 0.107 0.115 - - 0.60 1.0

2002 8.0 126.6 20.1 0.102 0.070 0.01 0.04 0.50 1.0

2003 9.4 385.8 16.8 0.248 0.088 0.43 0.66 0.50 0.9

2004 14.2 548.5 19.5 0.101 0.102 0.49 1.68 0.80 0.9

2005 9.1 217.4 19.0 0.222 0.079 0.60 0.08 0.62 0.9

2006 10.4 465.3 22.1 0.794 0.078 0.55 0.01 0.74 0.7

2007 10.2 144.2 17.6 0.231 0.085 0.48 1.00 0.74 1.2

2008 12.4 511.1 15.3 1.153 0.090 0.56 0.01 0.80 0.7

2009 14.1 309.6 23.7 0.655 0.114 0.52 1.00 0.73 1.0

All 9.9 289.3 17.8 0.390 0.090 0.38 0.44 0.62 1.0
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Table 7.2: Optimized maximum surface conductance gs,max and stomatal conductance

functions for the periods that the poplar trees or the undergrowth were dominantly active

at the Fleditebos site. The constants aR, aT , ceD, aeD, cθD and aθD refer to the equations

of Section 2.5.3. As a measure of fit, R2 and the Standard Error of Estimate (SEE) are

given.

Vegetation gs,max aR aT ceD aeD cθD aθD R2 SEE

mm s−1 W m−2 0C hPa hPa−1 m3 m−3 - - mm s−1

Tree 16.5 208.4 12.2 0.322 0.082 0.38 1.46 0.66 1.0

Undergrowth 7.4 174.2 6.2 0.205 0.145 0.49 1.68 0.09 1.6

Table 7.3: The maximum surface conductance gs,max and actual conductance gs for each

site, with all reduction functions set to 1 and using the maximum total LAI , i.e. combined

LAI of trees and undergrowth, of the site.

Site Tree species gs,max LAI,max actual gs
mm s−1 m2 m−2 mm s−1

Bankenbos Larch 7.3 1.8 13.1

Edesebos Oak 7.7 4.9 37.7

Fleditebos Poplar 8.3 6.3 52.3

Kampina Mixed forest 7.7 5.0 38.5

Loobos Pine 9.9 3.3 32.7

i.e. including LAI of the undergrowth. The highest gs during the year is found at

the forest with the highest total LAI , i.e. at the poplar forest of the Fledite site gs =

52.3 mm s−1. The oak forest of the Edesebos and the mixed forest of Kampina have

almost identical gs,max and LAI resulting in similar gs, i.e. gs = 37.7 mm s−1 and

gs = 38.5 mm s−1 for the oak and mixed forest respectively. Although at the pine

forest of the Loobos site the LAI is relatively low, this is compensated by the highest

gs,max resulting in an almost identical gs = 32.7 mm s−1 as the oak and the mixed

forest. The larch forest at the Bankenbos site with almost no undergrowth has the

lowest gs,max and LAI , resulting in the lowest gs = 13.1 mm s−1 of all 5 sites.

Fig. 7.3 shows the behaviour of the stress functions for the different sites, based

on the parameter sets of all years of investigation as listed in Table 7.5.

As a reaction to the radiation load the poplar forest shows an almost on-off

behaviour of the stomatal opening. The pine forest and to a lesser extend the oak

forest demonstrate a much greater dependency on radiation.

The larch and oak forests show the highest optimal air temperature Ta, differing

3.4 ◦C with the lowest optimal Ta of the mixed forest. With the daytime Ta during

the growing season being well above 10 ◦C, Ta will mainly have a negative feedback
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Figure 7.3: The fractional surface conductance gs/gs,max as a function of radiation Rdown
s ,

air temperature T , vapour pressure deficit eD and soil water deficit θD for all sites optimised

for all years as listed in Table 7.5.

on gs. The strength of this feedback at the higher Ta range increases from larch, oak,

pine, poplar to mixed forest.

As vapour pressure deficit eD is strongly related to Ta, the same order in the

decrease in strength in the negative feedback signal of increasing eD to gs is observed

for the different forest types. The mixed forest and the pine forest are especially for

eD < 15 hPa most sensitive to an increase in eD. The least sensitive to an increase

eD are the oak and larch forests.

For the pine forest gs is influenced over the whole range by θD. The other forests

start to be influenced at θD � 0.3 (m3 m−3). The oak and mixed forest follow the
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Table 7.4: t-test values, testing the Null hypothesis that the independent variable does

not contribute to predicting the surface conductance gs for each site.

Site Tree species gs,max aR aT ceD aeD cθD aθD
Bankenbos Larch 0.86 8.89 28.30 0.01 21.03 9.41 5.03

Edesebos Oak 0.86 12.22 24.09 0.04 19.27 22.22 6.77

Fleditebos Poplar 0.00 8.90 28.74 0.00 20.05 1.99 3.09

Kampina Mixed forest 0.74 7.91 30.92 0.00 25.31 0.00 0.00

Loobos Pine 0.00 14.04 44.59 0.00 34.02 1.10 9.44

relationship gs/gs,max = f(θD), which has also been found by different authors at

other sites (e.g. Fig. 5 of Granier et al. (2000). The fact that at the poplar, pine and

larch forests gs does not drop to low values at high θD may have 2 reasons. The first

reason being the data set not covering the whole parameter space, i.e. not including

dry periods. The second reason could be the fact that the used θD was based on the

soil layer where 80-90% of the roots were present. Soil layers deeper down could also

have functioned as a source of soil water regulating gs.

7.5.1 Effect of parameter reduction on uncertainty

Reducing the number of parameters in a model will generally make the model more

robust. To analyse the variance explained in gs by each individual parameter of Eq.

2.46 a t-test was used. We tested the Null hypothesis that the coefficient of the

independent variable is zero, i.e. the independent variable does not contribute to

predicting the dependent variable gs.

The low t-values for gs,max and ceD indicate that these variables did not contribute

much in explaining the variance of gs (see Table 7.4). Therefore, replacing both of

these parameters by fixed values will most likely not reduce the explained variance

significantly. In addition at the mixed forest of the Kampina site θ did not explain

any of the variance in gs. And at the poplar and the pine forest the parameter cθD
did not contribute much to explain the variance of gs.

To check how important the different functions are to simulate gs, each function,

one by one was set to 1. The complete data series of each site was used (see Table

7.5). The resulting R2 shows that except for the oak forest, f(eD) contributed most

to explain the variance of gs. Not including f(Ta) to simulate gs even increased R2.

This increase in explained variance is mainly because of the relatively high values for

gs at Ta below the optimum temperature aT . Adding the lower temperature limit Tl
as an independent variable improved R2 for 2 sites. However, the resulting value for

Tl became unrealistically low, i.e. > −200 ◦C for the poplar forest of the Fleditebos

site. Such values for Tl imply that in the data sets studied, there is no evidence for
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Table 7.5: The correlation coefficient R2 of the surface conductance gs for each site. R2

is listed using the relationships for all dependent variables and R2 is listed excluding each

relationship one by one by setting f(x) = 1. Also listed is R2 using all relationships but

adding the minimum temperature Tl as an independent variable.

Site Tree species All f(Rdown
S ) = 1 f(Ta) = 1 f(eD) = 1 f(θD) = 1 Tl

Bankenbos Larch 0.50 0.41 0.59 0.26 0.48 -

Edesebos Oak 0.67 0.27 0.69 0.56 0.60 0.57

Fleditebos Poplar 0.48 0.42 0.52 0.36 0.47 0.51

Kampina Mixed forest 0.48 0.43 0.53 0.26 0.48 -

Loobos Pine 0.62 0.47 0.64 0.44 0.60 0.63

a decrease of gs with lower Ta.

Comparison of the variance explained by the different variables showed that for

all sites the temperature dependency did not improve the results significantly. For

the larch forest at the Bankenbos site when removing the temperature dependency,

R2 of the optimization results improved by approximately 15%. Removal of the soil

water stress function reduced the variance explained by approximately 4%. For the

pine site, Loobos, there was no major change in the results by removing either the

temperature or the soil water function for 1996. For 1997 R2 improved to 0.66 and

for 2003 R2 improved to 0.54 after setting gs as f(Ta) = 1.

7.5.2 Stress from different soil water sources in the unsatu-

rated zone

In Section 7.5 f(θD) was analysed based on θD of the soil profile with > 90% of the

roots present (see Fig. 3.24 3.24). The fact that at most sites and years under dry

conditions there was nearly no decrease in gs, may have been caused by water being

available at deeper soil layers. At other sites, for example the larch forest of the

Bankenbos site, the limited parameter space could well be the reason for the limited

range of the θD stress function, i.e. the length of the data set is limited and θD ranges

from 0 to 0.7.

For the pine forest at the Loobos site and depending on which soil layer has been

used to determine θD (Fig. 7.4), the parameter space is well covered with θD ranging

from 0 to 0.8 or 1.0 m3 m−3.

Comparing θD of the different depths and layers as depicted in Fig. 7.4 shows

the strong dampening influence of θ measured at the deeper layers, i.e. at 2.00 m

depth. Choosing a deeper soil layer to model water stress also implies that the stress

is expected to develop later in time. The peak after DOY 30 is caused by a short

period with temperatures well below zero and has not been taken into account.
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Figure 7.4: Soil water deficit θD measured at specific depths of 0.10 m and 2.0 m for the

pine trees at the Loobos site. Also shown are θD for the top soil layer 0 - 0.25 m of the soil

and θD for the entire soil profile 0 - 2.87 m, i.e. down to the maximum rooting depth. Data

are for the year 1996.

To analyse for the Loobos site with its deep sinker roots of the pine trees if other

soil layers play an important role, the data set of 1996 has been optimized using θD
based on different soil layers. All stress functions except the θD stress functions were

fixed. To put more emphasis on the relatively dry conditions, only data between mid

June and end of September were used.

Taking different soil layers in account to determine θD, while keeping the other

gs dependencies fixed, did not change R2 much (Fig. 7.5A). Only for θD based on

θ measured at 0.75 m and 2.00 m, R2 reduced from 0.66 down to 0.59 and 0.60

respectively (Fig. 7.5B). The difference in the function for θD at 0.03 m and at 0.10

m depth with the same R2 = 0.66, reflects the fact that the layer at 0.03 m depth

does not release soil water as fast as the soil layers deeper down.

For the pine forest of the Loobos site all relationships gs/gs,max as a function of

θD as shown in Fig. 7.5 demonstrate that for the relatively dry year of 1996, the

vegetation is not severally stressed. For θD measured in 1996 (see Fig. 7.4), gs/gs,max

is always larger than 0.4, which is the limit at which severe stress starts to occur.

For the deep layer this may be caused by the limited range of θD values, i.e. 0 - 0.52

available for the parameter optimization. It could however, also have been caused by

these deep roots having access to the groundwater reservoir.

The frequency distribution of θD of the root zone of 0 - 0.25 m (using the same

records as have been used for the analysis of gs for the years 1995-2009) is depicted
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Figure 7.5: The relative stomatal conductance gs/gs,max of the pine forest at the Loobos

site as a function of soil water deficit θD in different soil layers (left panel, A) and for soil

water deficits at the different depths at which the sensors were installed (right panel, B).

Figure 7.6: The frequency N (-) distribution of the θD (-) for the top 0.25 m soil depth

of the pine forest at the Loobos site. The data depicted have been selected using the same

selection criteria as were used for the gs optimization (see Section 7.5).

in Fig. 7.6. This figure shows the large number of moist data points θD < 0.45 as

well as the relatively uniform distribution of dry data points at θD > 0.45. This

uniform distribution indicates that if θD of the root zone of 0 - 0.25 m drives the

stomatal closure, it should be reflected in the data of gs. However, the data of gs do

not demonstrate a strong decrease with an increasing θD (see Fig. 7.5), not even for
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the relatively dry years 1995-1997. Hence, it strengthens the hypothesis that pine

trees are able to access other, i.e. deeper water resources.

The poplar forest at the Fleditebos site demonstrated similar results for gs based

on θD of different soil layers. For this site a small improvement in R2 was obtained

using θD measured at 0.03 m and at 0.10 m, i.e. R2 = 0.50 and R2 = 0.51 instead

of θD measured over the top soil layer of 0.60 m.

7.5.3 The effect of groundwater uptake by roots

One of the most important determinants of the maximum rooting depth in The

Netherlands is the depth of the groundwater level zg (van den Burg, 1996). For sites

with a relatively high groundwater level droughts are a combination of low precip-

itation amounts and dropping groundwater levels. Hence drought is a combination

of both a low soil water content in the top layer of the soil, where most roots of the

trees and undergrowth are allocated and a low groundwater level that can no longer

be reached by the tap or sinker roots of the trees.

In order to calculate soil water deficit θD of the top 0.50 m of the soil, a simple

soil water balance study has been made. The water balance has been calibrated

for periods when soil water content was measured. Under the assumption that roots

may adjust to an average groundwater level, periods with lower levels were earmarked

as periods in which tree roots were not able to tap into the groundwater reservoir.

Drought affecting the whole eco-system was defined as at least 10 consecutive days

of θD ≥ 0.95 with zg being below average.

In Fig. 7.7 the 15 year average groundwater level zg was computed for the pine

stand of the Loobos site, i.e. 2.90 m below the soil surface. Fig. 7.7 shows periods

of drought occurring not only in the years with the least amount of rain, but also in

wet years, such as 1998. This behaviour reflects the slow reaction of the groundwater

reservoir to surface fluxes as well as regional influences on the groundwater system.

In times of water shortages, it is to be expected that the surface conductance gs
decreases more rapidly at lower groundwater levels. To test this hypothesis, the data

of 1995 - 2005 of the pine forest at the Loobos site have been split in two parts. In

the first data set gs was selected on the basis of zg < 2.3 m below the soil surface.

The second data set consisted only of records of gs with zg > 3.3 m below the soil

surface. As can be seen in Fig. 7.8B there is no clear effect of zg on gs. Contrary

to what had been expected, at zg > 3.3 m below the soil surface more high values

of gs occur at high θD, than for the cases with zg < 2.3 m below the soil surface.

The outliers in Fig. 7.8B are mainly cases with exceptionally low eD < 2 hPa during

both winter and summer months.
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Figure 7.7: The combination of a deep groundwater level zg (top panel) and a high soil

water deficit θD (bottom panel) is an indicator for periods of potential water stress, as shown

by the triangles for the pine stand at the Loobos site. The dashed line at 2.9 m in the top

figure shows the 15 year average zg.

Figure 7.8: Surface conductance gs as related to soil water deficit θD for the pine forest

at the Loobos site, 1995-2009. In the left panel, A only data records with the ground water

level zg < 2.3 m below the surface are shown. In the right panel, B only data records with

zg > 3.3 m below the surface have been selected. The solid lines depict the results of a

second order regression.

7.5.4 Modelling soil water feedbacks from deeper soil layers

At the pine forest of the Loobos site, both options to include possible feedbacks from

the soil water deeper down in the soil f(ψ(z2))A and f(ψ(z2))B , did not improve the
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Figure 7.9: The relative reduction of soil water stress in the deeper soil layers for all test

sites based on option A for f(ψ(z2))A (see Eq. 7.2) as a function of the volumetric soil

water content θ.

explained variance of the fit of gs.

Fig. 7.9 depicts f(ψ(z2))A as a function of soil water based on Eq. 7.2 for the

different sites. This figure shows that sites with soils having a higher content of sand,

demonstrate almost no reduction on gs/gs,max for a relatively large range of soil water

content. Only at low water content gs/gs,max is reduced sharply. For the pine trees

at the Loobos site because of changes in hydraulic conductivity the effect of water

stress is almost non existent for most soil water conditions. Only at extreme dry

conditions f(ψ(z2))A acts almost as a on-off switch for the Loobos site. The clayey

and loamy soils of respectively the Fledite and Bankenbos site, show a much more

gradual decline of f(ψ(z2))A with decreasing θ.

Fig. 7.10 shows for the results of the fitted gs/gs,max for the relatively dry year

1996 at the pine forest of the Loobos site using 2 different models:

• The classical model f(θ)classic (see Eq. 2.51) using θD of the layer were 80-90%

of the roots are found, i.e. the upper 0 - 25 cm of the soil, and

• The model using Eq. 7.1 based on option B, i.e. the combination of f(θ(z2))B
with z2 = 0 - 2.87 m using Eq. 7.3 and f(θ(z1)) with z1 = 0 - 0.25 m using Eq.
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Figure 7.10: The relative gs/gs,max as a function of θD representing the upper 0 - 25 cm

of the soil. Two models are depicted: the classical model f(θ)classic using θD of the soil layer

where 80-90% of the roots are found, i.e. the upper 0 - 25 cm of the soil, and the model f(θ)

= f(θ(z1)) f(θ(z2))B . The latter model also takes into account θD of the soil layer 0 - 2.87

m, i.e. until the maximum rooting depth. The fitted functions are based on the data of the

year 1996 at the pine forest of the Loobos site.

2.51.

The fitted functions are based on the data of 1996 measured at the pine forest

at the Loobos site. The deviations from the spikes in the curve of f(θ(z2))B and the

combined function f(θ(z1)) f(θ(z2))B are caused by the differences in changes of θ in

the soil layer 0 - 0.25 m and in the soil layer 0 - 2.87 m (see also Fig. 7.4). The soil

water content of soil layer 0 - 0.25 m was used to calculate θD for the x-axis of Fig.

7.10. The graph shows the slow reaction of gs to decreasing θD of the root zone and

the relatively fast reaction to θD of the upper 0 - 25 cm of the soil. The graph also

shows that the standard model f(θ) and the model using option B fit the 1996 data

of the pine forest at the Loobos site equally well.

Fig. 7.11 shows how the fitted model B behaves under more extreme conditions

of soil water stress in upper 25 cm of the soil θD(z1) and in the total rootzone θD(z2).

The effects on gs of the changes in θD(z1) are largest for θD(z2) < 0.6. It should be

noted that changes in θD(z2) will include changes in θD(z1), as demonstrated by the

measured θD in Fig. 7.11. Therefore, especially the combination of low θD(z1) and

high θD(z2) as depicted in Fig. 7.11 are unrealistic.

At the poplar forest of the Fleditebos site the use of f(ψ(z2))A improved the
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Figure 7.11: The contour lines are the relative conductance gs/gs,max as a function of

θD(z1) and θD(z2) based on model option B. θD(z1) represents the soil layer where 80-90%

of the roots are found, i.e. the upper 0 - 25 cm of the soil. θD(z2) represents the soil layer

0 - 2.86 m, i.e. from the surface to the deepest roots. The graph is based on the fitted data

of the year 1996 at the pine forest of the Loobos site. The circles are the measured θD(z1)

and θD(z2) in 1996.

explained variance by 5% if compared to the standard model. Option f(ψ(z2))B did

not improve the explained variance.

7.5.5 Seasonality in surface conductance parameters

In most cases found in literature the parametrizations for the surface conductance gs
have been derived for the summer months. These relations are assumed to be valid

also for the remainder of the year. In the period outside the summer months, the

development of the leaf area has been used as the main driver representing growth

and phenological changes over the year. Especially for evergreen vegetation evapo-

ration outside the summer months can be substantial. This may also be the case for

forest with an active undergrowth at the start and at the end of the growing season

Therefore it is important to know if similar relationships for gs as found in summer

time also hold for the other months of the year.

Table 7.6 shows the parameter sets of the pine forest at the Loobos site being

valid for each season. The dependency on air temperature Ta has not been taken into

account as this dependency reduced the goodness of fit in all periods for this site.
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Table 7.6: Optimization results of surface conductance gs for different seasons for all years

measured at the pine forest of the Loobos site. Also shown are the results for all years (1995-

2009) and all seasons both with and without temperature T dependency. As a measure of

fit, R2 and the Standard Error of Estimate (SEE) are given.

Season gs,max aR aT ceD aeD cθD aθD R2 SEE

mm s−1 W m−2 0C hPa hPa−1 m3 m−3 - - mm s−1

Winter 15.6 212.7 - 1.279 0.180 0.42 0.11 0.63 1.4

Spring 11.3 323.9 - 0.700 0.101 0.12 0.41 0.63 1.0

Summer 11.9 403.2 - 0.156 0.095 0.01 0.42 0.66 0.9

Autumn 11.4 155.2 - 0.217 0.119 0.01 0.85 0.22 1.4

All seasons f(T ) 9.9 289.3 17.8 0.390 0.090 0.38 0.44 0.62 1.0

All seasons 12.0 280.4 - 0.097 0.099 0.38 0.49 0.64 1.0

In winter, soil water deficit θD plays no role and solar radiation RS is the main

driver. In spring the main drivers were eD, and to a lesser extend θD. In summer eD
had the strongest reducing effect on gs, while RS plays almost no role. In autumn

gs is dominated by RS and θD. The results for the winter period indicate that the

vegetation is active. The measured CO2 uptake during parts of the day in winter at

this site indeed confirms that photosynthesis is taking place and hence the stomata

are open to take up CO2 and release water vapour during winter. Comparing the

parameter values for the different seasons with those of all seasons, shows that the

main differences were found for winter and autumn. Especially aR is relatively low

compared to the parameter values of all seasons. For both winter and autumn, the

standard error is relatively high. For autumn also R2 is low.

The higher value of gs,max in winter may be caused by the fact that even with

the selection criteria of a preceding dry period of at least 48 hours does not warrant

the undergrowth or trees to be completely dry.

7.6 Separating evaporation of trees and undergrowth

To study the different stomatal response functions of the undergrowth and the tree

canopy, the dual source model has been used as described by Eqs. 2.52 to 2.61. The

available energy of the upper AUp respectively lower layer ALow is given by:

AUp = ATot −ALow

ATot = λEUp +HUp (7.7)

ALow = λELow +HLow
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Figure 7.12: Panel A: Net radiation Rnet. Panel B: latent heat flux λE and sensible heat

flux H measured below the canopy as a fraction of the total flux measured above the poplar

trees in 1997 at the Fleditebos site.

The latent heat flux of the tree canopy λEUp is derived from λETot i.e. the measured

latent heat flux by the eddy-correlation system above the canopy, and λELow, i.e.

measured by the eddy-correlation system below the canopy. Hence:

λEUp = λETot − λELow (7.8)

For the pine forest at the Loobos site and the poplar forest at the Fleditebos site

the undergrowth is a well defined vegetation layer, being separate from the above

tree canopy. To investigate if the undergrowth should be treated as a separate layer

an additional flux station has been exploited in between the undergrowth and the

tree canopy (See Section 4.3.1).
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Fig. 7.12 shows the influence of emerging leaves of the poplar trees of the Fledite

site from April to June. The appearance of the leaves also caused the Bowen ratio

to change both above and below the canopy. In April almost all λE measured above

the canopy originated from undergrowth and soil. In June λE originating from

undergrowth and soil reduced to 0.25 to 0.30 of total λE.

The ratio of the daily average daytime (between 10h00 and 16h00) λE for dry

conditions (defined as records preceded by at least 24 dry hours) at the poplar site

for the undergrowth as a fraction of total λE changed from 1.0 in March down to

0.35 at the end of June. The latter coinciding with the start of the decline in LAI of

the undergrowth and reaching the maximum LAI by the poplars.

At the pine site the average undergrowth λE as a fraction of total λE during the

months July and August amounted to 0.10. At the end of August this increased to

0.20 which was maintained in the month September and the first part of October,

later decreasing to 0.15.

7.6.1 The eddy-decay coefficient for undergrowth

The transport of scalars and momentum in the dual source model is determined by

the eddy-decay coefficient η (see Eq. 2.54).

At the poplar forest of the Fleditebos site no dependency on wind direction was

found. Because of the large differences in plant height and leaf area of the under-

growth during the season, the surface roughness changed in time. Hence z0M and

u∗/u (for near neutral conditions) were made dependent on plant height.

The presence of dunes underneath the pine trees at the Loobos site influences the

measurements below the canopy. To minimise disturbance of dunes on the turbulent

measurements, data were used only with the wind coming from directions between

130 and 230 degrees N. For the pine forest the data of the undergrowth were according

to the wind direction classified into 2 groups. A distinction has been made between

the wind directions 120 to 240 and 270 to 355 degrees N for one group and the

remainder of the wind directions for the second group. Table 7.7 shows the roughness

characteristics for the two wind directions at the Loobos site.

Table 7.7 shows the roughness characteristics at the start and at the middle of

the growing season.

Based on wind speed measurements above and below the canopy, for the pine site

on average η = 2.3 and for the poplar site η = 2.1.

7.6.2 Radiative forcing

An important driver for the opening and closure of the stomata and therefore of

the evaporation rate is the radiation load. For the lower layer direct measurements
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Table 7.7: Roughness characteristics d, z0M , u∗/u (for near neutral conditions) and eddy-

decay coefficient η for the undergrowth of the pine forest at the Loobos and the poplar forest

at the Fleditebos sites.

Site Selection d z0M u∗/u η

Loobos (Pine)
120 < udir < 240 0.0 0.4 0.22

270 < udir < 355 0.0 1.4 0.40
2.3

Fleditebos (Poplar)
Spring 0.1 0.35 0.18

Summer 0.1 0.95 0.35
2.1

of the incoming radiation are complicated because of the irregular structure of the

tree canopy above in combination with the limited area that can be viewed by a

radiation sensor. To overcome this problem, Rdown
s for the lower vegetation layer

was estimated using the radiative transfer scheme for sparse canopies as developed

by Hanan (2001).

Fig. 7.13 shows for a clear day at the pine forest of the Loobos site the daily

variation of the ratio between Rdown
s for the lower vegetation layer and the total

Rdown
s . For a cloudy day with primarily diffuse radiation the ratio becomes as a

straight line, similar to applying a Beer-Lambert type equation with a fixed extinction

factor (e.g. Whitehead and Kelliher, 1991). The average extinction factor for the pine

trees at the Loobos site is 0.53, which corresponds well with the average extinction

factor of 0.52 for 7 coniferous stands as reported by Pierce and Running (1988).

For the poplar trees at the Fleditebos site a large change in the ratio between

Rdown
s for the lower vegetation layer and the total Rdown

s , associated with the leaf

development and senescence, was obtained. On top of this seasonal pattern, daily

patterns similar to those of the pine forest were simulated.

7.7 Surface conductance using the dual source ap-

proach

The additional separate flux measurements taken below the tree canopy at the

Fleditebos and Loobos site in combination with the dual source model, allowed to

distinguish between the surface conductance gs of the upper layer, i.e. the trees, and

the undergrowth beneath the trees. In Table 7.8 the optimization results are shown

of the stomatal conductance functions (see Section 2.5.3) for the separate vegetation

layers.

As driving variables for gs of the undergrowth, in Table 7.8 the separate measure-

ments taken below the canopy of air temperature Ta and relative humidity κr and
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Figure 7.13: The simulated diurnal variation of the incoming short wave radiation Rdown
s

above the lower vegetation layer as the ratio of that above the higher vegetation layer for a

clear day at the pine forest of the Loobos site.

Table 7.8: Optimized maximum surface conductance gs,max and stomatal conductance

functions for the trees and/or undergrowth at the Fleditebos and Loobos sites. Two flux

stations were used simultaneously above and below the canopy. The constants aR, aT , ceD,

aeD, cθD and aθD refer to the equations of Section 2.5.3. As a measure of fit, R2 and the

Standard Error of Estimate (SEE) are given.

Site Vegetation gs,max aR aT ceD aeD cθD aθD R2 SEE

Layer mm s−1 W m−2 0C hPa hPa−1 m3 m−3 - - mm s−1

Fle- Tree (Poplar) 7.2 0.1 22.0 0.001 0.055 0.38 1.47 0.10 2.7

dite- Under 11.0 540.0 19.0 0.767 0.114 0.49 1.00 0.33 1.6

bos Tree & under 5.5 51.0 22.0 0.001 0.065 0.49 1.68 0.22 1.1

Loo- Tree (Pine) 12.9 254.8 19.7 1.756 0.055 0.54 1.00 0.46 1.9

bos Under 5.9 376.4 12.1 0.001 0.047 0.01 1.10 0.38 0.7

Tree & under 7.8 354.7 14.9 0.001 0.050 0.11 0.01 0.64 0.8

the modelled down-dwelling short-wave radiation Rdown
s penetrating the canopy (see

Section 7.6.2) were used. The thus obtained parameter values were almost identical

to those when using the modelled driving variables for the lower layer, i.e. T0 and

eD0.

The results for the poplar trees of the dual source approach are significantly

different from the results obtained by the big leaf approach, marked as “Tree” in

Table 7.2. The main reasons for the differences obtained by the two approaches are:
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the different periods used, i.e. spring versus summer, possibly reflecting different

phenological stages, and the contamination of the signal by the undergrowth that

is still present in the data set used for Table 7.2. Based on the relatively small

leaf area of the undergrowth, it was assumed for the big leaf approach, that during

the summer months the tree evaporation was so dominant that the undergrowth

evaporation could be neglected. Although the measurements show the relatively

small contribution of the undergrowth to the total evaporation of the forest (see e.g.

Fig. 7.12), the undergrowth signal is still strong enough to influence the optimization

results of the big leaf model.

The undergrowth parameter set of the poplar forest also differs from that of Table

7.2. Especially aR and aT differ significantly. These differences may be caused by

the relatively low temperatures and radiation for the data set used for Table 7.2.

The combined trees and undergrowth parameter set of the pine forest at the

Loobos site compares relatively well with the parameter set for 1997 in Table 7.5. To

a lesser extent these parameter sets of the combined vegetation layers also compare

well for the poplar forest at the Fleditebos site.

Except for the combined trees and undergrowth of the Loobos site optimization,

the fitting results were less good, i.e. R2 between 0.1 and 0.46, than when using

longer datasets, i.e. R2 between 0.58 and 0.62 (see Table 7.5). This lesser fit implies

that there is a larger uncertainty associated with the results of the dual source model

if compared with the big leaf model. Partly this lesser fit is caused by the limited

length of the datasets available at both sites: after mid of April to the end of June

at the Fleditebos site and end of June to end of October at the Loobos site.

At the Fleditebos site, the data used reflect the first two months of the growing

season of the poplar trees. During this period LAI changes rapidly and as a result

also total gs. Fig. 7.14 shows that gs of the poplar undergrowth starts to decrease

faster than the trees with high Ta, eD and low Rdown
s . Although the range of θ is

limited and therefore care should be taken when using the data, the results suggest

that the trees will reduce gs earlier than the undergrowth of the poplar forest.

At the pine forest of the Loobos site the differences between the trees and the

undergrowth is much less pronounced than for the poplar forest. The trees and the

undergrowth react almost identically to changes in eD and Rdown
s (see Fig. 7.15).

Even more pronounced than the undergrowth of the poplar forest, the undergrowth of

the pine forest reaches its optimum gs at lower Ta than the trees. Also identical to the

poplar forest the pine trees experienced more water stress than the undergrowth. In

this data set of the Loobos site no water stress was detected at all for the undergrowth.

Fig. 7.16 shows the total maximum gs for the different vegetation layers at both

sites. The timing of the undergrowth contribution to total gs differs between the sites.

Where the undergrowth of the poplar forest at the Fleditebos site mainly influences
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Figure 7.14: The fractional surface conductances gs/gs,max as a function of radiation

Rdown
s , air temperature Ta, vapour pressure deficit eD and soil water deficit θD for the

tree layer, the undergrowth layer and for the total vegetation at the poplar forest of the

Fleditebos site in 1997.

the total gs during the first 3 months of the growing season, the undergrowth of

the pine forest at the Loobos site especially influences total gs during the summer

months.

7.7.1 Evaluation of the dual source model

To validate the model performance the results were compared with the sapflow mea-

surements of the pine stand at the Loobos site for the years 1997 and 1998. Because

the sapflow data are lagging behind in time as compared to the actual evaporation

rate, daily sums were used for the evaluation. Table 7.9 shows the evaluation results

using the dual source model in combination with the calibrated parameters for the
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Figure 7.15: The fractional surface conductances gs/gs,max as a function of radiation

Rdown
s , air temperature Ta, vapour pressure deficit eD and soil water deficit θD for the tree

layer, the undergrowth layer and for the total vegetation at the pine forest of the Loobos

site in 1997.

pine forest at the Loobos site been taken from Table 7.8. For both years the sapflow

derived evaporation rate of the pine trees ESap compares equally well with the mod-

elled evaporation rate for the upper vegetation layer EUp using the dual source model.

These data include dry as well as wet data.

In addition the modelled total evaporation rate ETot is compared to the measured

evaporation rate using an eddy-correlation system above the canopy EEC . As may

be expected the period 170 < DOY< 300 in 1997 for which the model was calibrated

gives the best fit. The same period in 1998 also gives a reasonable fit. Both full years

1997 and 1998 show an overestimation of 25 to 30% of ETot as compared to EEC .

In this comparison only days with EI < 0.1 mm d−1 were used.
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Figure 7.16: The total maximum surface conductance gs, i.e. correcting gs,max for LAI

with all reduction functions set to 1, for the trees, the undergrowth and the combination of

trees and undergrowth. The results are based on the period of 20 April to 17 June 1997 at

the poplar forest of the Fleditebos site (panel A), and the period 20 June to 1 November

1997 at the pine forest of the Loobos site (panel B).

Table 7.9: Evaluation of the dual source model evaporation results for the pine forest at the

Loobos site for the years 1997 and 1998. The tree evaporation EUp is validated using sapflow

measurements ESap and total evaporation ETot using eddy-correlation measurements taken

above the canopy EEC . For ETot the total year as well as the period for which the calibration

was done are provided. In both cases only days with modelled interception evaporation <

0.1 mm d−1 were used. As a measure of fit R2 and p are given. *) This dataset is used to

calibrate the model.

Year Evaluation

dataset

Period Regression results R2 p

1997 Sapflow 120 < DOY < 252 ESap= −0.13 + 1.03EUp 0.75 <0.0001

Eddy

corr.∗
170 < DOY < 300 EEC= −0.07 + 0.95ETot 0.86 <0.0001

Eddy

corr.

1 < DOY < 365 EEC= 0.31 + 0.69ETot 0.79 <0.0001

1998 Sapflow 140 < DOY < 228 ESap= 0.28 + 0.96EUp 0.73 <0.0001

Eddy

corr.

170 < DOY < 300 EEC= 0.63 + 0.84ETot 0.79 <0.0001

Eddy

corr.

1 < DOY < 365 EEC= 0.40 + 0.76ETot 0.76 <0.0001

The satisfactory modelling results in comparison to the sapflow data together with

the overestimation of EEC suggests that the model overestimates the evaporation

rate of the undergrowth. During the months May to September the ratio of ELow

to EUp ranges on average between 15 to 22% (see Fig. 7.17 B). This ratio increases
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Figure 7.17: The ratio of the simulated daily evaporation rate of the undergrowth ELow

to the total evaporation rate ETot for the poplar forest at the Fleditebos side (A) and the

pine forest at the Loobos site (B) in 1998. These data represent the dry evaporation rate,

i.e. transpiration, and do not include evaporation of intercepted rain.

during the other months of the year to between 20 and 35%. The high contribution

of the undergrowth ETot during the months October to March, suggests that the

overestimation for the total year is mainly because of the overestimation during

these months by the simulated ELow. At the poplar forest of the Fleditebos site the

relative contribution of the undergrowth compares well with the ratio based on the

measurements of 1997 (see Fig. 7.12 B).

7.8 General discussion

Soil water stress is an important, but a difficult to parametrize aspect regulating

stomatal opening and closure. Especially in mid latitude regions with relatively high
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groundwater tables and rain showers well distributed in time these conditions may

be hard to detect. Still, with the expected increase of relatively dry periods in these

regions, knowledge of the effect of water stress on evaporation rate is important.

Main drivers of surface conductance gs at the different forest stands

Poplar forest is most sensitive to radiation and least sensitive to soil water. Oak

forest is least sensitive to radiation and most sensitive to soil water. Mixed forest is

most sensitive to vapour pressure deficit and has the lowest optimum air temperature

of all 5 forest stands. Soil water does not seem to have a great effect on the surface

conductance of the poplar pine and larch forest. Granier et al. (2000) showed that

for forest the critical value for soil water deficit θD equals 0.6. Above this value the

transpiration rate reduces rapidly. The most important unknown in the amount of

available water is the rooting depth that determines the total available soil water.

Soil water availability determined by rooting depth

In most models water stress is parametrized as a mean value over the depth

where 80 - 90% of the roots are present. For agricultural crops that are harvested

every year the rooting depth is well known, however for perennial grasslands and

trees with permanent rooting systems the root distribution is less uniform (see e.g.

Canadell et al., 1996) and the rooting depth may vary between years. Root growth

and mortality will depend among others on available soil water. For coniferous trees in

the Netherlands Olsthoorn (1998) found a critical soil water pressure of ψ = −102.1
Pa above which primary roots started to die. This growth and mortality of roots

implies that in a relatively dry year the depth to which the roots are active, is not a

fixed depth, but is the result of a complex process of growth and decline depending

among others on soil water availability. This change in depth of active roots, is

however not reflected in the soil water deficit θD stress functions for the sites of this

study. Optimizing gs for different soil depths showed for the sites with relatively

deep roots, i.e. Loobos and Edesebos, the best fit was obtained, by using soil water

of the root zone where most roots are found, and not necessarily by using θ of the

total root zone.

Redistribution of groundwater to the upper soil layers by hydraulic lift is a possible

explanation although not observed in our soil water measurements. However, the

latter could have been caused by the relatively low detection rate of the sensors used.

Rooting depth of trees

Canadell et al. (1996) reported average maximum rooting depths of 2.6 ± 0.2

m for temperate grassland, 3.9 ±0.4 m for temperate coniferous forest and 2.9 ±
0.2 m for temperate deciduous forest. Maximum and minimum values for these

biomes differ by at least a couple of meters. Coniferous forests were among the

eco-systems with the deepest root profiles. For the temperate coniferous forest of
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their study the percentage of roots observed at 20 cm varied between approximately

25% and 80%. In a review of rooting patterns of forest trees in the Netherlands,

van den Burg (1996) reported that besides ploughing depth, only the groundwater

table depth explained a part of the variance in the rooting depth for fir, poplar and

oak trees. The stand average maximum rooting depth reported by van den Burg

(1996) were for larch 1.00 m, poplar 1.62 m, oak 1.4 m (for the tree species found

at the Edesebos site, Querqus rubra the depth was 0.95 m) and for Scots pine 4.25

m. These values are somewhat low when compared with the study of Canadell et al.

(1996), but correspond well with the data of our study. These rather shallow root

systems may be caused by the relatively shallow groundwater table in the Netherlands

in comparison to other countries. The relatively large rooting depths for Scots pine

were attributed to the existence of a tap root in soil types such as are found at

the Loobos site, i.e. an inland dune system with poor sandy soils. Taking into

account the capillary rise of water in the combination with the existence of tap roots

means that these eco-systems are often well in reach of groundwater resources. At

the same time the average groundwater table depth will limit the maximum rooting

depth, but as long as the groundwater table does not fall below levels that can be

compensated by capillary rise, these trees will not experience serious stress because of

water shortage. These conditions seem to have prevented severe water stress during

the period the 5 sites were studied. The importance of the groundwater reservoir has

also been demonstrated by among others Nadezhdina et al. (2007) and Vincke and

Thiry (2008). The latter reported for Scots pine with a maximum groundwater table

at 180-200 cm below soil surface, a contribution of 61% of the groundwater reservoir

during the growing season, with a maximum of 98.5% during the drought period in

June.

Rooting depth of undergrowth

The maximum rooting depths as reported by Canadell et al. (1996) suggest that

the undergrowth of forest has rooting depths similar to those of trees. Neither in the

pine forest, nor in the poplar forest, which had the most prominent undergrowth, such

deep roots for the undergrowth were observed. Also at both sites the undergrowth

partly died in the middle of the growing season and demonstrated a regrowth at the

start of autumn. For the poplar forest dying and regrowth will also be caused by the

competition for light. At the site with pine trees with only a minimal variability in

the tree leaf area over the year, water shortage is more likely to cause the dieback of

the undergrowth in the middle of the growing season. Bakker et al. (2006) observed

the highest rooting densities for maritime pine in the first 20 cm of the soil profile.

This was also true for the undergrowth species at their sites, except for Molinia that

had a significant amount of roots at 40 cm depth. These findings are in line with the

observations at the pine site Loobos. At this site 90% of the roots were found in the
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top 30 cm of the soil, with most roots found in the lower part of the litter layer and

the first 20 cm of the mineral soil (see Fig. 3.24). Still little is known about what

environmental factors govern the variation in root growth and how this may effect

the functioning of plants (Brunner and Godbold, 2007), making it difficult to include

dynamic roots in land surface models.

It is possible to use total available soil water as an optimization parameter, which

implies that an optimal combination is sought for the root distribution and the soil

hydraulic characteristics. The thus derived parameter set will however only be appli-

cable for the site under study and will be difficult to apply to other sites. Even for the

site studied such a technique does not guarantee a root distribution that resembles

reality, see e.g. van Wijk and Bouten (2001).

Modelling root water stress under extreme conditions

Under extreme conditions the water uptake by deep roots is of paramount im-

portance. It was shown that under moderate conditions the use of the soil water

content of the total rooting depth gives less optimal results, if compared to the soil

water content of the top soil layer. To accommodate the fact that for extremely

dry conditions also the water content at the deeper soil layers should be taken into

account as is done in the proposed model (see Fig. 7.1). Although the proposed

model compared well to the data measured for this study (see Fig. 7.10), severe

drought conditions were not observed and an additional test under more extreme

conditions is recommended. The proposed model for the simulation of the feedbacks

of water stress on the stomatal conductance gs works well in combination with a

model that distributes the root water uptake over the different soil layers based on

the optimality-approach (see e.g. Schymanski et al., 2008). This approach assumes

that plants have evolved mechanisms that minimise costs related to the maintenance

of root system while meeting their demand for water.

Contribution of undergrowth to total evaporation rate

The undergrowth at the two sites with additional measurements showed a clear

decrease in evaporation in the summer. This decrease relative to that of the trees

could be caused by the low sensitivity to radiation, low optimum temperature and

low sensitivity to soil water deficit θD of the undergrowth at the pine and poplar site.

In addition at the poplar site also the high sensitivity of the undergrowth to vapour

pressure deficit eD plays an important role.

These findings are in contrast to the findings by Körner (1985), who marked pine

trees as sensitive to high eD values, and grass species as much less sensitive. The

average transpiration rate of the grass undergrowth was 30% of that of the pine trees

under non water-limiting conditions. During a drought period the transpiration rate

of the undergrowth became twice that of the pine trees. Similar high evaporation
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ratios between trees and undergrowth were reported by Roberts et al. (1980) and

Black et al. (1980). Other researchers such as Lindroth (1984) and Kelliher et al.

(1986) reported much lower ratios, which are more in line with our results for the

undergrowth of the poplar forest at the Fleditebos site and of the pine forest at the

Loobos site.

The effect of trees shadowing the undergrowth depends on the canopy cover and

the inclination of the sun. Running the radiative transfer model with a tree crown

diameter of 4.0 m for different tree densities showed that although the canopy cover

reached its maximum value at 300 trees ha−1, the fraction of short wave radiation

reaching the undergrowth already reached its minimum at 210 trees ha−1 at low solar

elevation angles (winter) and at 390 tree ha−1 at higher solar elevation (summer). In

winter time this fraction is especially high at the beginning and the end of the day,

while in summer the maximum values are reached at mid day.

Modelling undergrowth and tree evaporation

The dual source model allowed to simulate the tree and undergrowth contribution

to the total evaporation rate separately. The relatively high modelled contribution

by the undergrowth at the Loobos site in autumn and winter, i.e. 20 to 40% of

total evaporation ETot, is in contrast to the observed values in October 1997 which

were approximately 15%. This overestimation could mainly be attributed to the high

simulated undergrowth evaporation.

Although the location of the lower eddy correlation system was selected carefully

and as much as possible in the footprint of the higher eddy correlation system, dif-

ferences may be expected due to the much smaller (factor of 100) footprint of the

lower system as compared to the system above the canopy. Wilson et al. (2001)

estimated that due to high frequency loss of flux, the flux of the undergrowth may be

low by 5-10%. The main cause of uncertainty in the sapflow evaporation data is in

the up-scaling to stand level evaporation. The up-scaling is based on the relationship

between sapflow, sap wood, trunk diameter and tree density of the stand. At the

Loobos site the tree density is variable and changes slightly within the footprint area

of eddy correlation set-up on top of the tower. This variability has been taken into

account as added uncertainty in the sapflow evaporation data and amounted to 14%

of the total stand level sapflow evaporation. The uncertainty in the evaporation rate

measured by the eddy correlation equipment was estimated to be between 5 - 15%

(see Chapter 5). Taking these uncertainties into account the modelled evaporation

of the trees compared well with the sapflow derived evaporation of the pine trees at

the Loobos site.

The findings of our study are in line with the undergrowth strategy towards

limited water resources as reported by Baldocchi and Xu (2007). At the Loobos and

Fleditebos site undergrowth avoids summer drought and is active only during spring
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and autumn, when soil water is ample and for the poplar site the tree leaf area is

limited.

7.9 Conclusions

The main driver for surface conductance gs at all sites was vapour pressure deficit eD.

Although a parabolic response function was used for the temperature relationship of

gs, this relationship was not well established at the lower air temperature Ta range.

At lower temperatures i.e. below aT there was no clear reduction of gs found for

these sites at a mid latitude location. This behaviour may be caused by the fact that

at lower Ta at these sites the dew on the undergrowth never completely disappeared.

This unclear relationship of gs at lower Ta and the strong correlation between Ta
and eD for higher Ta makes the temperature relationship of gs redundant.

Hence, in view of the limited variation between the sites, the parameter values

for gs as f(Ta) may be set to a fixed value. Based on the improved R2 for almost all

years at the different sites after setting f(Ta) = 1, it is recommended to use f(Ta) = 1

for all forests sites in the Netherlands.

The low sensitivity of the forests to θD shows that these forests are not very

sensitive to the range of changes in soil water experienced during this study. Whether

these forests are sensitive to more severe droughts cannot be concluded from the

present data sets. The proposed soil water stress model including a separate soil

water feedback from deep soil layers, worked well for the conditions of this study, but

needs to be tested for more extreme dry conditions.

The important contribution of the undergrowth to total evaporation rate ETot

has been demonstrated for 2 forest sites in The Netherlands, i.e. the pine forest with

its undergrowth mainly consisting of grass at the Loobos site and the poplar forest

with its undergrowth mixture of grass, nettle and cleavers at the Fleditebos site.

The results of the tree evaporation applying the dual source model compared well

(see Table 7.9) with the sapflow measurements at the Loobos site. The overestimation

of the simulated undergrowth evaporation ELow was most likely because of the limited

data set being used for the derivation of the parameter set of Table 7.8. Such datasets

are still limited. More extensive datasets will help to decrease the uncertainty in

the modelled undergrowth evaporation rate. The considerable contributions of the

undergrowth at the pine and the poplar forest during a large part of the year showed

the importance of this component of the total forest water use.

Considering λE of the trees and the undergrowth separately will enable an im-

proved understanding of the functioning of the forest ecosystem. It will also improve
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our interpretation of changing conditions affecting trees and undergrowth differently

and to determine the combined effect such a change may have on ETot of the forest.

To support such a set-up, the rather limited number of plant functional types (pfts)

as are being used at the moment to describe forests need to be replaced by pfts

describing tree species in combination with undergrowth species. These pfts should

not only allow to take LAI of the undergrowth into account, but also the different

phenological phases of the trees and of the undergrowth. The latter will help to

improve the simulation of the seasonal differences in the behaviour of gs, which will

provide better estimates of ETot also outside the growing season.





Chapter 8

Wet canopy evaporation

8.1 Introduction

In the previous Chapter the evaporation rate of a forest under dry conditions was

discussed. In contrast to shorter and aerodynamically smoother vegetations, the

evaporation rate of forests under wet conditions may be considerable. Under some

conditions this may even be as high as 50% of the gross precipitation (e.g. Dolman,

1988).

However, at present there is still no consensus on the best way to model and

measure the interception loss and more specifically the canopy storage C (e.g. Aston,

1979; Leyton et al., 1967; Klaassen et al., 1998; Bouten et al., 1991) as well as the

evaporation rate of the intercepted water Ei (e.g. Rutter et al., 1975; Gash, 1979;

Teklehaimanot et al., 1991; Hormann et al., 1996; Gash et al., 1999; Lankreijer et al.,

1999; Crockford and Richardson, 2000; Bosveld and Bouten, 2003; Van der Tol et al.,

2003).

The causes for this lack of understanding will be outlined below and the remainder

of this chapter will attempt to improve our understanding of how to best estimate

canopy storage and interception evaporation. The main questions to be addressed in

this Chapter are:

• What is the magnitude of the evaporation rate Ei and the interception water

storage capacity C under wet conditions?

• Do Ei and C change for different meteorological conditions?

• Are Ei and C different for different tree characteristics?

In this Chapter the differences in Ei and in C for the forest sites described in Chap-

ter 3 will be analysed, and an attempt will be made to derive improved parametriza-

tions for these sites. The basis for these parametrizations is both the water balance

of the vegetation cover (e.g. Rutter et al., 1971) and the energy balance (e.g. Gash

et al., 1995). These approaches will be applied to demonstrate the variability and
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magnitude of Ei and C at short time steps and to improve the present conceptual

ideas on Ei. These new concepts will be applied to derive parametrizations for the

sites studied. The main aim of the thesis is to develop a water balance model that

is applicable not only for the present well equipped research sites, but also for less

well monitored forested sites. Therefore the aim is to derive general physically-based

relationships. The applicability of these relations will be demonstrated for the oak

forest at the Edesebos site.

8.2 Precipitation characteristics, number of show-

ers per day

Most of the analysis of interception parameters is based on the characteristics of single

shower events. However, as the definition of a shower event, particularly its beginning

and ending is arbitrary, often daily data are being used, based on the assumption of

one single shower per day. To check the validity of this assumption characteristics

of daily rainfall data were compared with those of showers, defined as continuous

rainfall with intermittent dry periods of less than 30 minutes.

Applying this definition, Fig. 8.1 left panel shows that in only 50% of the cases a

single shower per day occurs. It also shows that in relatively dry years such as 1996

(P = 688 mm) this assumption appears more robust than in relatively wet years such

as 1998 (P = 1270 mm).

The right panel of Fig. 8.1 shows the frequency distribution of the length of the

dry periods in between the showers. In wet years there are more short dry periods

than in dry years. Dry periods longer than 5 days (not shown in Fig. 8.1) occur

more than 3 times as often in the dry year 1996 as in a wet year 1998.

It is generally assumed that a wet canopy needs 10 hours or more to dry up. For

the Loobos site more than 60% of the showers start within 5 hours of the previous one.

These numbers may change if an arbitrary start and end of the day, for example mid

night or 8 o’clock GMT is used, which will not only change the number of showers,

but will also create events that start with a wet canopy. For the relatively wet year

1998 this start has the highest impact and using daily data the number of showers is

decreased by 50%.

There is also a shift in the shower distribution: the number of showers between

0.2 and 3 mm are halved, while the frequency of showers greater than 5 mm is

almost doubled. The impact of these differences on the parameter estimation will be

discussed in Chapter 8.6.
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Figure 8.1: The frequency distribution of the number of showers occurring at one day

Nshowers per day (left panel) and the time between showers Ldry (right panel) measured at

the Loobos site in the years 1995 -1998. A shower is defined as one rainfall event with

intermittent dry periods of less than 30 minutes. Remark: in the right panel the ticks are

at irregular intervals.

8.3 Evaporation rate of intercepted rain

As suggested earlier, next to the amount of energy available, the rate of evaporation of

water from a wet surface Ei is primarily determined by the aerodynamic resistance

ra. The magnitude of ra is related to the roughness lengths z0 of the underlying

surface for vapour, heat and momentum transport (see Eqs. 2.41 and 2.43). In this

Section firstly the behaviour of z0H and z0M under dry and wet conditions will be

studied and secondly Ei.

8.3.1 Aerodynamic resistance

At all sites the general trend observed in z0H showed an increase at the start of a

shower, a decrease during the showers and an increase again just after the shower

ceased. the aerodynamic resistance z0M showed an increase during the shower. Using

Eq. 2.67 the behaviour of z0H and z0M is shown in Fig 8.2 as kB−1 for dry and

wet, i.e. P ≥ 0.4 mm 30 min−1 conditions. Here the assumption is made of equal

displacement heights d for momentum and heat.

To reduce possible differences between the radiative Ts and aerodynamic Ts, data

were selected for u∗ > 0.2 m s−1.

Fig. 8.2 shows for pine forest with its relatively open canopy under unstable

conditions that z0H and z0M do not differ much, i.e. kB−1 is close to zero. If the

stability corrections are applied, the horizontal part of the graph lowers on average
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Figure 8.2: Averaged values of kB−1 (not including the stability terms) as a function of

equidistant bins of the stability (z− d) / L for the pine stand at the Loobos site in 1997 for

both dry and wet conditions.

with 0.34, resulting in a slightly negative kB−1.

For dry stable conditions kB−1 decreases with increasing stability classes showing

the dependency on u∗. Often this relationship is reported as a function of the root

or a power close to 0.5 of u∗ or the Reynolds number Re (e.g. Garratt and Hicks,

1973; Mölder and Kellner, 2002) in combination with vegetation characteristics such

as the leaf width and LAI (e.g. Brutsaert, 1982; McNaughton and Van den Hurk,

1995).

For dry unstable conditions the relation with the friction velocity and kB−1 can

be modelled as a weak function of the Reynolds number. For the pine site this

relationship would result in kB−1 = 0.003Re0.54 − 1.55 (R2 = 0.25), where Re =

u∗z0M/ν with ν (m2s−1) being the kinematic viscosity. This equation resembles

similar equations as being derived for other vegetated surfaces (e.g. Mölder and

Lindroth, 2001). In view of the very weak dependency on u∗ however, a constant

value for kB−1 seems to be more appropriate. The value found for dry unstable

conditions at noon for the month July kB−1 = −0.43 corresponds well with the

value of -0.5 reported by Mölder and Lindroth, 1999) for a mixed pine spruce forest

with a LAI varying between 4 and 6 m2 m−2. Similar findings were obtained by Hall

(2002) for coppiced poplar and by Bosveld (1999) kB−1 for a Douglas fir plantation

with a LAI of 8-11 m2 m−2. These authors explain the negative value by the near

zero bluff body contribution of the very thin needles causing a high eddy diffusivity

for heat within the roughness sub-layer and in the canopy.

For wet conditions the atmospheric stability is mainly stable. For these conditions

the average kB−1 is distinctly lower as compared with stable dry conditions, but on
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Table 8.1: Average values for kB−1 for the years 1996 and 1997 for four sites. At the

Bankenbos, Fleditebos and Kampina sites the data used encompass the three summer and

winter months of each year. Dry conditions were defined as periods preceded by 12 hours

without rain, wet as periods with P ≥ 0.4mm (30 min)−1. σ denotes the standard deviation.

Site kB−1 (-) u∗ (m s−1)

Unstable Stable Unstable Stable

Dry σ Dry σ Wet σ Dry Dry Wet

Bankenbos s 0.39 0.98 2.47 2.58 1.56 2.24 0.72 0.41 0.58

(Larch) w 2.07 1.79 6.04 3.88 1.46 2.38 0.73 0.50 0.82

Fleditebos s 0.23 1.44 4.09 3.14 3.26 2.64 0.60 0.40 0.53

(Poplar) w 3.09 2.62 8.70 4.84 5.28 3.96 0.64 0.49 0.66

Kampina s -0.39 0.68 4.79 4.09 4.43 4.31 0.62 0.44 0.56

(Mixed) w 0.60 1.40 8.15 4.57 6.22 4.36 0.66 0.47 0.60

Loobos All -0.14 1.26 3.25 3.40 1.53 2.53 0.59 0.44 0.67

(Pine)

average higher if compared with unstable dry conditions. Similar trends were found

at all four sites (see Table 8.1).

The averages of Table 8.1 were calculated taking for unstable conditions (z −
d)/L < −0.01 and for stable conditions (z − d)/L > 0.01. The relatively large

standard deviation is mainly caused by values close to neutral. Overall the results

show a tendency for low kB−1 values during the foliated summer months and high

values during the non-foliated winter months. Comparison between sites shows high

values of kB−1 corresponding with sites having a high LAI for both dry and wet

stable conditions. For unstable conditions however such a trend is not clear. The

relatively small value for the mixed site during unstable conditions may be caused

by the presence of pine trees. The reason why this value does not hold under stable

conditions is not clear.

Differences in tree characteristics and u∗ may influence the magnitude of kB−1.

For wet conditions the sites can be split in two groups: needle leaf trees with a low

value of kB−1 ≈ 1.5 and broad leaf trees with a high value of kB−1 ≈ 3.2− 6.2. In

contrast to dry conditions, the presence of needles at the larch site for wet conditions

seems to have little effect. For wet conditions no relationship between kB−1 and u∗,

LAI and leaf length scale Lc (m) could be derived.

For dry unstable conditions using average values of u∗, LAI (andWAI for the non–

foliated season) and taking a typical value for Lc = 0.01 m, the following relationship
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(R2 = 0.88) could be established:

kB−1 = −1.32 + 36.2

LAI

√
Lcu∗ (8.1)

This relationship resembles the theoretical relation for a relatively open canopy

as given by McNaughton and Van den Hurk (1995) reasonably well. However the

uncertainty of this relation is large, for example omitting the data of the winter

period at the deciduous sites reduces the slope as well as the explained variance by

50%. Also differences between years can be considerable.

In conclusion: our results show that kB−1 changes with stability classes. In gen-

eral kB−1 is lower for wet conditions than for dry stable conditions. This behaviour

seems to be caused mainly by changes in z0H during showers. Under wet conditions,

only for rare occasions with relatively high atmospheric stability kB−1 approaches

0, while under these conditions ra is well defined by z0M . Applying a fixed value

kB−1 = 1.5 instead of kB−1 = 2.0 for the pine site changes an underestimation of

32% to just 8% in the calculated E as compared to the measured E. For this site

with kB−1 = 0.0 i.e. z0M = z0H , an average overestimation in E of 30% has been

found.

8.3.2 Evaporation rate of wet vegetation

Measurements of precipitation P, throughfall Tf and stemflow Sf and Eq. 2.66, i.e.

the Gash-model, can be used to derive E. The amount of water intercepted by the

vegetation and subsequently evaporated Ei is:

Ei = P − Tf − Sf (8.2)

Plotting the derived interception losses Ei against P for events large enough to

saturate the canopy gives the ratio E/P (Gash, 1979; Loustau et al., 1992). Table

8.3.2 shows the sensitivity of this method for the integrating time step being applied,

i.e. E decreases by a factor of 2 if the duration of showers is used instead of hourly

data. This sensitivity is primarily caused by the rainfall distribution as shown in Fig.

8.1.

Another method to derive λE is based on micro-meteorological techniques. How-

ever, particularly during and after showers, λE appears to be underestimated by

the direct measurements using a closed path gas analyser. For the open path, how-

ever, showers tend to cause many spikes in the measurements, resulting in data gaps.

Calculating λE as a residual of the energy balance is a good alternative under such

conditions. In Fig. 8.3a E measured above the canopy using the infra-red gas anal-

yser is plotted against E derived as the residual from the energy balance. During and
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Table 8.2: The ratio E/P and the average evaporation rate E for the period 1995 to 1998

at the pine forest of the Loobos site. With an average precipitation rate P of 1.54 mm h−1

(with a minimum of 1.31 and a maximum of 1.63 mm h−1) for P > 0.4 mm h−1. For the

hourly data the canopy was assumed being saturated for P > 0.4 mm h−1. Showers were

defined as a rainfall event preceded by a dry period of more than 10 hours.

Hourly Daily Shower

Mean R2 Mean R2 Mean R2

E/P (-) 0.19 0.30 0.13 0.41 0.10 0.25

E (mm h−1) 0.29 0.20 0.15

just after rainfall for the Loobos site sensible heat flux H above the canopy is often

negative with values ranging between −25 to −100 W m−2 (see Fig. 8.3b). This be-

haviour is caused by Ts < Ta above and below the canopy (±0.5 0C). During daytime

and under wet conditions H below the canopy is small but positive (±10 W m−2).

This situation, together with the negative H above the canopy causes the canopy to

act as a well-ventilated wet bulb and enhances the energy available for evaporation

of the overlying canopy layer. The average contribution of the undergrowth at the

pine forest for hours with P > 0.4 mm h−1 is 11% of the total evaporation and 14%

at the poplar forest for the months April and June.

Total duration of evaporation of intercepted water: From the sapflow measure-

ments it is clear that at least for the shower analysed in Fig. 8.3 there is no tran-

spiration taking place. For smaller showers during daytime also an abrupt although

delayed decrease in transpiration is observed. The lag in time of the transpiration as

measured by the sapflow compared to that measured by micro-meteorological tech-

niques is in general due to changes in the amount of water stored in the sapwood of

the tree (e.g. Swanson, 1994).

Kume et al. (2006) argued that the time needed to restore the sapflow to its

normal level may be considered as the time needed to dry the canopy. Using this

assumption shows that after a continuous shower started at 20h00 the day before

at the pine site, between 10 to 13 hours are needed before the sapflow is returned

to its normal level (see Fig. 8.4). Using the sapflow signal to indicate the moment

when the canopy is dry, and using the end of throughfall as the time the canopy is

saturated and drainage has stopped, makes it possible to estimate C and E during

this period. The thus derived C is 1.65 mm and E for this period is 0.19 mm h−1.

The latter is approximately twice as high as E during the hours with rain (0.11 mm

h−1 for P > 0.4 mm h−1).

A third alternative to estimate E of intercepted precipitation is the use of the

Penman-Monteith equation (see Eq. 2.35) with rs = 0. The results of this approach
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Figure 8.3: Panel A shows the evaporation rates E at the Loobos site for 21 and 22

August 1997: measured above the canopy using a Licor 6262 gas-analyser, as derived from

the energy balance, from sapflow measurements and measured below the canopy. The

vertical bar graph represents the precipitation rate P . Panel B shows net radiation Rnet

and sensible heat H flux densities both above and below the canopy.

are sensitive to the correct parametrization of ra, which depends on z0M and z0H .

For vegetation often the ratio between these roughness lengths is taken as kB−1 =

ln(z0M/z0H) ≈ 2.0 (Brutsaert, 1982). Fig 8.5 shows for the pine site the variation of

E under wet conditions, applying flux measurements and solving the energy balance.

Also depicted are E using Penman-Monteith with kB−1 = 2.0 depicted as raH and

kB−1 = 0.0 depicted as raM . Fig. 8.5 shows that in the first two years at this site the

use of a value kB−1 = 2.0 provides estimates of E best resembling the measurements,

however especially in the last year z0M = z0H gives best results. In conclusion: using
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Figure 8.4: Gross precipitation P , interception rate Ei (= P − Tf − Sf ), evaporation

rates as derived directly from the eddy-correlation system EEC , as the residue of the energy

balance EEB and transpiration from the sapflow measurements ESap at the pine forest of

the Loobos site on 2 September 1997.

a value for kB−1 based on measurements at a specific site gives a good estimation of

E as compared to E derived by flux measurements, i.e. differences are less than 10%

if a site and year specific average is used.

For the sparse canopy model the Penman-Monteith derived E is considered to be

per unit canopy cover and should thus be multiplied by the cover fraction cveg to

derive E per unit ground area (Gash et al., 1995). The measured monthly average

E for the 11 years of the pine site compared best with the canopy cover corrected

cvegEPM,raH
using raH (see Table 8.3.2).

At the mixed forest site with its almost closed canopy in summer and open canopy

in winter similar results were obtained (see Fig. 8.6). During the summer months

it is evident that the use of z0M gives an overestimation. E using z0H , based on

the kB−1 values of Table 8.1, and corrected for the canopy cover, resembles the best

measured E.
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Figure 8.5: Monthly averages of the evaporation rate under wet conditions (P ≥ 0.4

mm h−1) at the pine forest. The measured evaporation rate E is based on both flux

measurements and solving the energy balance. Also depicted are the Penman-Monteith

evaporation using kB−1 = 0.0 (E PM raM ) and kB−1 = 2.0 (E PM raH).

Table 8.3: The slope a of the regression line (Emeas = x0+aEPM ) using roughness length

of momentum EPM,raM
and the roughness length of heat EPM,raH

. Also shown are the

regression results for the canopy cover corrected E, i.e. cvegEPM,raM
and cvegEPM,raH

.

Where x0 = 0.05 mm h−1 and cveg is the fractional canopy cover. (R2 = 0.53 for raM and

R2 = 0.55 for raH).

EPM,raM
EPM,raH

cvegEPM,raM
cvegEPM,raH

a 0.44 0.60 0.63 0.86

E based on the ratio of E/P derived by regression analysis are relatively high

(0.15 - 0.29 mm h−1), if compared to E during showers (P ≥ 0.4 mm h−1) derived

from the measuredH and if compared to E calculated based on the Penman-Monteith

formulation. However, these high rates correspond reasonably well with E just after

a shower (see Fig. 8.4). The difference between the two rates may well be caused by

the fact that E based on throughfall totals per hour, day or shower include E taking

place after the throughfall has ceased. When using hourly data of E derived from

flux measurements for wet conditions (i.e. P ≥ 0.4 mm h−1) these relatively high

values of E after the rainfall has ceased are not included.
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Figure 8.6: Monthly averages of the evaporation rate E under wet conditions (P ≥ 0.4

mm h−1) for the mixed forest at the Kampina site. The Penman-Monteith evaporation rate

is given per unit canopy cover using the surface roughness length for heat Ec PM raH , as

well as using the surface roughness length for momentum per unit canopy cover Ec PM raM

and per unit ground area E PM raM .

Table 8.4: The water storage capacity C (mm) calculated for different periods and different

forest sites using daily totals and applying the analysis as outlined by Leyton et al. (1967).

Period Larch Oak Poplar Mixed Pine

Bankenbos Edesebos Fleditebos Kampina Loobos

Foli-

ated

Bare Foli-

ated

Bare Foli-

ated

Bare Foli-

ated

Partly

fol.

Foliated

1988 - - 0.7 0.2 - - - - -

1989 - - 0.5 0.2 - - - - -

1995 0.4 0.3 - - 0.6 0.2 - - 0.5

1996 0.5 0.3 - - 0.5 0.2 0.7 0.3 0.6

1997 0.4 - - - 0.5 0.3 0.8 0.4 0.5

1998 - - - - - - 0.8 - 0.5

8.4 Storage of intercepted precipitation

The capacity of a vegetation layer to store water i.e. C, plays a major role in most

models simulating interception losses.

Leyton’s analysis: The method commonly used to derive this storage capacity is

based on the work of Leyton et al. (1967). The results for the 5 sites using their

method are presented in Table 8.4.

Dependency of C on tree characteristics For these 5 sites an exponential model
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Figure 8.7: The water storage capacity C as derived by Leyton’s analysis using daily data

as a function of the Vegetation Area Index VAI . During the foliated period instead of VAI

LAI has been used.

describes best the C(VAI) relationship (see Fig. 8.7):

C(VAI) = 0.7(1− exp−0.67 VAI ) R2 = 0.75 (8.3)

For values of LAI > 3 the increase in C with increasing leaf area becomes less.

This exponential rise of C to a maximum is partly due to the fact that for LAI

> 3 the canopy cover of most forests in The Netherlands is almost 100%. These

results also show the amount of variation associated with these numbers. Hence care

should be taken when applying these results to different sites. Besides the leaf area,

other characteristics of the tree such as the angle of leaves and branches and the

distribution of the leaves also play a role in the relationship between C and LAI (see

e.g. Appendix F). For example adding the leaf angle or the gap fraction will increase

the variance explained by approximately 10% (R2 = 0.87).

The above mentioned strong link between LAI and canopy cover can be well

explained in analogy with radiative transfer models for canopies. To simulate the

extinction of radiation by a canopy often a Beer-Lambert type equation is used :

x = x0(1− exp−ϑLAI ) (8.4)

where ϑ denotes the extinction factor. This relationship is among others used by

the LAI-2000 sensor (LiCor) to estimate the gap fraction. For mid latitude forests
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Figure 8.8: The water storage capacity C as a function of the fractional vegetation cover

cveg. Broad leaf: oak, poplar and mixed forest (leaf bearing period). Needle: pine and larch

(leaf bearing period). Bare: poplar, oak, larch (non-foliated period).

ϑ usually ranges between 0.6 and 0.8. The gap fraction obtained by the LAI-2000

sensor gives a rough estimate of the fractional canopy cover cveg. With maximum

cveg set equal to 1 and combining Eqs. 8.3 and 8.4 shows that C depends linearly on

cveg, with Cmax = 0.7 mm. This is confirmed by our data. Fig. 8.8 shows the almost

linear relation (R2 = 0.86) found for the forests studied

C = 0.06 + 0.68 cveg (8.5)

where cveg is obtained by analysing digital photographs of the canopy cover using

image processing software.

It is evident that this linear relationship only holds for forest with relatively low

LAI and low cveg. Completely closed canopies often associated with high LAI will

most likely produce higher C than the maximum found for these mid latitude forests.

However, the scatter in the data of van Dijk and Bruijnzeel (2001a) on C for forests

with high LAI is such that it is impossible to obtain a unique relation between tree

characteristics and C. It should be kept in mind that part of the scatter in these

studies is due to the use of different methods to derive C. Hence when estimating

interception losses with non site specific estimates of C the large variation in C may

lead to erroneous results, especially for forests with LAI > 3 m2m−2.

Inverse model: As an alternative to the method of Leyton, C was also derived
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Table 8.5: Water storage capacity C on an areal basis (mm), average measured evaporation

E (mm h−1) and average precipitation rate P (mm h−1) for the three winter and the three

summer months.

Period Larch Poplar Mixed Pine

Bankenbos Fleditebos Kampina Loobos

C E P C E P C E P C E P

1995 w 0.10 1.01 - 0.10 1.26 - - - - 0.13 1.21

s 1.58 0.14 1.49 0.94 0.14 1.70 - - - 1.25 0.11 1.81

1996 w 0.60 0.08 0.60 1.43 0.10 1.28 0.65 0.06 0.73 0.92 0.09 1.22

s 2.16 0.12 1.95 0.90 0.13 1.45 1.52 0.11 1.63 1.88 0.11 1.87

1997 w 0.98 0.14 1.20 1.12 0.09 1.12 1.48 0.07 0.88 1.07 0.16 1.20

s 1.18 0.16 1.32 0.88 0.13 1.32 1.03 0.12 1.19 1.48 0.12 1.85

1998 w - - - 1.16 0.12 1.36 1.83 0.04 1.04 1.88 0.13 1.53

s - - - - - - 1.26 0.12 1.31 - 0.11 1.85

using the sparse canopy Gash model (see Eq. 2.68). To ensure saturated conditions

only daily data with P > 1.5 mm d−1 have been used. Average precipitation P

and evaporation E rates were calculated for those hours when P > 0.4 mm h−1 per

period of three months, i.e. summer: July-September and winter: January-March

(see Table 8.5). E was derived as the residual of the energy balance.

For all sites the highest P has been found in the summer months. To a lesser

extend this also holds true for E. At the pine site the differences in E between years

is relatively small, the continuous presence of the needles seems to keep E at the

same level. The trends in C are however less clear. The two sites with needle leaf

trees show a high C-value in summer, while for the poplar site and the mixed site the

highest values are found in winter time. In general the thus derived C is 2 to 4 times

as high as has been found using the Leyton analysis (Table 8.4); for the non-foliated

period the difference is even larger.

In Fig 8.9 the storage capacity on a canopy cover basis Cc for the pine site is

depicted as averages per three month period. Based on the measurements of P on

top of the scaffolding tower a threshold of P > 1.5 mm h−1 gave the best simulated

Ei for this 11 year period resulting in an average C of 1.67 mm (σ = 1.23 mm) and an

underestimation of measured Ei of 0.5% with a total RMSE = 0.54 mm and RMSE

= 0.84 mm for saturated conditions only.

Fig 8.9 shows a slow increase in Cc until the end of 2001, after that a slow

decrease. Although there is no significant correlation with P or E, the increasing

trend corresponds to a slightly increasing trend in both E and somewhat stronger in

P . This increasing trend in E and P is opposite to the trend observed in VAI , which

shows a small but continuous decrease after 1996.
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Figure 8.9: The average water storage capacity per season on canopy cover basis, i.e. Cc,

and the ratio of average measured evaporation rate and precipitation, i.e. E/P for the pine

site calculated applying the Gash-model (Eqs. 2.65 and 2.66).

Dependency of C on meteorological variables

To further investigate if there is any dependency between the amount of water on

the leaves and parameters such as u and P , two approaches have been used.

For the first approach showers were selected for which the canopy was not satu-

rated i.e. total P ≤ 1.5 mm, E was almost negligible i.e. total E < 0.1 mm. For

these showers (P − Tf − Sf ) should equal the amount of water on the leaves C.

These values of C were checked for correlation with wind speed u, standard devi-

ation of the wind speed σu, precipitation P , net radiation Rnet, evaporation E and

vapour pressure deficit eD. To minimize the effect of different LAI the data set was

split up in summer and winter months. For both data sets there was no correla-

tion found with any of these parameters, with the exception of P giving the highest

positive correlation (R2 = 0.20 in winter and R2 = 0.47 in summer).

As a second approach daily values of C derived by the Gash-model (Eq. 2.68)

have been used. As a consequence of the model concept used, showers less than the

saturation threshold contain no information on C. On a yearly basis, for showers

saturating the canopy, the strongest correlation of C found was with E and P (R2 =

0.3−0.4 depending on the year). There exists, however, neither significant correlation

with the daily averages nor with the averages being based on wet hours only of

available energy A, sensible heat H, air temperature Ta, vapour pressure deficit eD,

wind speed u and friction velocity u∗.

Selecting data on the basis of the size of rainfall events, showed that the correlation

between C and E becomes stronger for bigger showers especially during the summer

months (see Table 8.4). During the winter half year a negative correlation between C
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Table 8.6: Dependency of the storage capacity C on E, H, A, Ta, De, u and u∗ expressed

as R2 (significant at the 95 percent confidence level). The data set is split by different

intensities of P and seasons.

P > 1.5 1.5 < P < 1.7 2.0 < P < 4.0 P > 4.0

mm d−1 mm d−1 mm d−1 mm d−1

All year Summer Winter Summer Winter Summer Winter

E 0.4 <0.1 <0.1 0.23 0.3 0.39 <0.1

H <0.1 <0.1 <0.1 <0.1 <0.1 <0.1 <0.1

A <0.1 <0.1 <0.1 <0.1 0.3 <0.1 <0.1

Ta <0.1 <0.1 <0.1 <0.1 <0.1 <0.1 <0.1

eD <0.1 <0.1 <0.1 <0.1 0.3 <0.1 <0.1

u <0.1 <0.1 0.29 <0.1 <0.1 <0.1 <0.1

u∗ <0.1 <0.1 0.37 <0.1 0.15 0.21 <0.1

and u (R2 = 0.29) and u∗ (R
2 = 0.37) was found. For larger showers this correlation

weakened (R2 = 0.15; significant at the 95% confidence level, but not at the 99%

confidence level) and changed to a positive slope. For P > 4.0 mm d−1 there existed

no correlation with any of the parameters tested in winter time, while in summer

time the strongest positive correlation was observed with E (R2 = 0.39) and to a

lesser extend with u∗ (R2 = 0.21).

8.5 Verification of interception parametrization

8.5.1 Application of the interception parametrization to the

Edesebos site

To test the applicability to other sites of the above parametrizations for E and C, the

sparse Gash model i.e. Eq. 2.66 using daily P as input is applied to an independent

site.

As verification data the measurements of the oak forest at the Edesebos site are

used. This site is the same site as has been used by Lankreijer et al. (1993) and is

based on the work of Hendriks et al. (1990). The small differences in their results and

the present study are among others caused by the fact that, contrary to the present

study, in these other studies only part of the data set have been used.

It was assumed that besides information on ztree, cveg and the almost always

present automatic weather station variables no other information was available. As

for the year 1990 only precipitation data were available, the ratio E/P had to be

based on the data of 1989. For all model runs d and z0M were calculated based on

relations with tree height, ztree as found by Dolman (1986) for an oak forest in a
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different part of the Netherlands. In Table 8.7 the interception losses for the oak

forest at the Edesebos site are shown.

For the verification of E two options have been compared:

• Run 2 and 4 with E based on kB−1 = 0 corrected for the fractional canopy

cover following Gash et al. (1995), and

• Run 1 and 3 with E using kB−1 = 3 for the foliated months and kB−1 = 5

for the non-foliated months based on the values for stable wet conditions of the

poplar site (see Table 8.1).

For the verification of C two options have been compared:

• Run 1 and 2 with C based on C derived by the method of Leyton (see Fig.

8.8), and

• Run 3 and 4 with C obtained by inverting the Gash-model for the poplar site

(see Table 8.5).

The parameters used and the results of the model runs are summarized in Table

8.7.

For this data set measured E is best simulated using the values of kB−1 as

measured at the poplar site (run1 and run 3). If it is assumed that E with a kB−1 = 0

is on a canopy cover basis, E of run 2 and 4 is also close to the measured rates.

Consequently the differences in E between run 1 and 2 and run 3 and 4 are minor.

The main differences in E are caused by the different values of C. C based on the

values derived solving the Gash model for the poplar site (run 3 and 4) approach the

site specific values based on the use of Leyton’s analysis for the foliated months. For

the partly foliated months the storage capacity is much higher. As to be expected

the values of C based on the relation of Fig. 8.8 (run 1 and 2) resemble much better

the site specific C using Leyton’s analysis, especially for 1989.

The overall effect on the interception loss differs between periods and years. Run

1 and 2 give the best results for the foliated months of 1988 and 1990 and for the

partly foliated months of 1989. For this data set the use of kB−1 = 0 and assuming

all available energy is used by the evaporation of the wet canopy provides similar

good results as the use of kB−1 values of the poplar site. The value of C based on

the data of the poplar site (run 3 and 4) is clearly too high for the foliated period of

1988, although it is only 0.1 mm higher than the value derived by Leyton’s analysis,

C = 0.7 mm. For the partly foliated periods of 1988 and 1990 the results compare

fairly well with the measurements.
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Table 8.7: Interception parameters and total measured and modelled interception loss for

the oak forest at the Edesebos site. ”Fol.” stands for foliated period (July, August and

September), Part fol. represents the partly foliated period at the beginning and end of the

growing season (May, June and October). The symbol ∆ indicates the differences between

modelled and measured interception loss as percentage of the measured value.

Quantities 1988 1989 1990

Fol. Part fol. Fol. Part fol. Fol. Part fol.

d (m) 0.75ztree
z0M (m) 0.1ztree
c (-) 0.69 0.4 0.69 0.4 0.69 0.4

P (mm h−1) 1.90 1.87 2.33 1.73 2.33 1.73

Meas. E (mm h−1) 0.11 0.09 0.10 0.17 - -

C (mm) 0.7 0.2 0.5 0.2 - 0.2

Ei (mm) 41.6 26.1 27.2 18.6 4.0 16.3

Run 1 kB−1 (-) 3.0 5.0 3.0 5.0 3.0 5.0

E (mm h−1) 0.10 0.08 0.07 0.09 0.07 0.09

C (mm) 0.53 0.20 0.53 0.20 0.53 0.20

Ei (mm) 41.0 16.3 20.9 18.1 6.1 10.8

∆ (%) -1 -37 -23 -2 +53 -34

Run 2 kB−1 (-) 0 0 0 0 0 0

E (mm h−1) 0.21 0.24 0.13 0.25 0.13 0.25

C (mm) 0.53 0.20 0.53 0.20 0.53 0.20

Ei (mm) 47.1 17.4 22.0 17.8 6.4 11.0

∆ (%) +13 -33 -19 -5 +59 -33

Run 3 kB−1 (-) 3.0 5.0 3.0 5.0 3.0 5.0

E (mm h−1) 0.10 0.08 0.07 0.09 0.07 0.09

C (mm) 0.80 1.15 0.80 1.15 0.80 1.15

EI (mm) 59.0 26.0 27.2 29.3 8.6 17.4

∆ (%) +42 -0 +0 +57 +114 +7

Run 4 kB−1 (-) 0 0 0 0 0 0

E (mm h−1) 0.21 0.24 0.13 0.25 0.13 0.25

S (mm) 0.80 1.15 0.80 1.15 0.80 1.15

EI (mm) 64.6 27.0 28.3 29.2 8.7 17.6

∆ (%) +55 +3 +4 +57 +118 +8

8.5.2 Effect of temporal variation in E/P and water storage C

To know the behaviour of the model during the non-foliated period and to minimise

the differences caused by changes in E and P , the model has also been run using the

complete records of precipitation data and using monthly averages for E and P . For
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the months May until October these averages were based on calculations as described

above for run1 and run2. For the winter months no data were available to calculate

E, however from Table 8.1 it was concluded that the ratio E/P is fairly constant

for these months at the mixed forest and poplar site. Thus for the winter months

a fixed ratio E/P = 0.08 was used for the run using kB−1 of the poplar site and

E/P = 0.136 for the run using kB−1 = 0. For the storage capacity the values based

on the Leyton analysis for the site were used.

Fig. 8.10 shows the results if monthly values are used for E/P and seasonal values

for C. For all three years total P is 1392 mm, total measured Ei is 188.2 mm, simu-

lated Ei using the kB−1 values of the poplar site (run 1) gives a small overestimation,

192.4 mm (+2%) and using kB−1 = 0 (run2) there is a slight underestimation 184.0

mm (-2%). The model efficiency F expressed as:

F = 1− 1

N

√∑
(xmeas − xsim)2 (8.6)

is 0.97 for both runs, indicating that the day to day estimates of the two runs are

equally good. However, on average over longer periods run1 has a positive and run2

a negative bias. The model runs behave similarly during the foliated months and

show an overestimation in 1988 and 1990 and an underestimation in 1989. During

the non-foliated period run1 has a tendency to overestimation while run2 tends to

an underestimation in all years. For 1989 the differences between the two model

runs are non existent, except after the end of October when run2 underestimates the

measured interception loss while run1 shows an almost equally sized overestimation.

In 1990 both, run 1 and run2 perform badly for the months April until July. However,

the underestimation by run1 for this period is compensated by the overestimation of

the three months before.

The differences between the two runs are caused by the different values for the

threshold required to saturate the canopy for the non-foliated period. The overesti-

mation during the foliated period in 1988 is caused by the relatively high C. The

latter in combination with the high E for run2 causes this run to even further over-

estimate Ei. During the foliated period of 1989 E for both runs is almost identical,

combined with a lower value for C than was used for 1988 gives the good modelling

results.

The differences between the runs change from year to year, indicating that fixed

parameter values may decrease the model’s daily performance considerably. These

differences are not because of the use of monthly averages of E and P , but mainly

because of the higher measured value of C used for the foliated period of 1988. These

higher C-values for the foliated period decrease the model performance by an extra

15% for both runs.
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Figure 8.10: Measured and modelled interception losses Ei for 3 years at the oak forest of

the Edesebos site. Monthly values values have been used for E/P , seasonal values for C.

8.6 Discussion

E, C and cveg are the most sensitive parameters of interception models (e.g. Gash,

1979; Loustau et al., 1992). Valente et al. (1997) introduced the sparse canopy

concept and showed that cveg is the most sensitive parameter of the sparse Rutter

and Gash model. In these concepts cveg is assumed to linearly influence C and E.

8.6.1 Evaporation rate

Several authors mention that evaporation measurements under wet conditions us-

ing micro meteorological techniques such as the Bowen ratio and eddy-correlation

methods can be used (Stewart, 1977; Gash et al., 1995; Grelle et al., 1997; Van der

Tol et al., 2003), there are still unexplained differences between the results of these

measurements and if compared with theoretical formulations such as the Penman-

Monteith equation. A possible explanation could be differences in the diffusivities for

heat and vapour during wet and dry conditions, caused by different location of the

sources of heat and vapour (e.g. Mizutani and Ikeda, 1994; Lankreijer et al., 1999;

Stewart, 1977; Van der Tol et al., 2003). Underestimation by the Penman-Monteith

equation can be attributed to the advection of H (negative), increasing the total

available energy (e.g. Stewart, 1977). Another but smaller contribution can come

from a positive H originating from the understorey, as occasionally happens during

showers at the pine forest of the Loobos site (see 8.3). An overestimation may be

caused by the use of z0H = z0M (Lankreijer et al., 1993).

As most experiments describe unstable dry conditions there is not much exper-

imental evidence supporting or rejecting the hypothesis z0H = z0M . The present
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study shows the logarithm of the ratio of the roughness length for heat and momen-

tum expressed as kB−1 is not constant, differs between sites, seasons and changes

between wet and dry conditions. For dry unstable conditions the values found are

in the same range as found in other studies (see e.g. Bosveld, 1999; Mölder and

Lindroth, 1999; Mölder and Lindroth, 2001). Although for wet conditions the scatter

in the data is large the following observations could be made:

• For the two needle leaf forests the average value for kB−1 is approximately 1.5

for wet conditions,

• For the poplar and the mixed forest site, kB−1 varies between 3 and 4 during

the foliated period and between 5 and 6 during the non-foliated period.

The relatively high values in winter time may be caused by the rigid structure

of the twigs and branches acting as a bluff rough surface when there are no leaves

present. In rare cases kB−1 may depend on the precipitation intensity, correspond-

ing to events with relatively high atmospheric stability. During such events kB−1

approaches zero (see Fig. 8.2).

Using the Penman-Monteith equation and a fixed long term average (11 years of

data) of kB−1 = 1.0 for the pine site, showed that the calculated wet evaporation rate

only underestimated the measured evaporation rate by 4% of the observed values.

Gash et al. (1999) showed that similarly good results can be obtained by using a

sparse canopy approach. To account for open spaces in a sparse canopy it is assumed

that all available energy is used to evaporate the water layer on the canopy surface,

i.e. there is no energy being used by the layer below the canopy. Although the re-

sulting evaporation rate per unit ground area compares well with the measurements,

redirecting Rnet and G only to the canopy seems a case of compensating errors. Since

measurements of Rnet and G are based on unit ground area, there is no reason to as-

sume that these will become zero under wet conditions for the lower layer. Moreover,

although a limited amount of data is available, the eddy-correlation measurements

below the canopy show that during rainfall E of the lower layer varies between 11

and 14% of total E for the pine and poplar site respectively. Indicating that indeed

almost all evaporation is coming from the wet canopy layer. Thus the elegant and

easy to apply assumption by Gash et al. (1995) and Valente et al. (1997), i.e. as-

signing all available energy to the canopy layer, does not seem valid, but provides

reasonable results as long as cveg compensates for the incorrect kB−1 value. Using a

correct value for kB−1 is physically more appropriate, and provides the same results,

i.e. a correct estimate of E on a unit ground area basis instead of a unit canopy area

basis. Following Gash et al. (1995) and Valente et al. (1997), calculating the wet

evaporation rate with kB−1 = 0, multiplying this by cveg to obtain the wet evapo-

ration rate per unit ground area shows that their sparse canopy concept works well
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Figure 8.11: The seasonally averaged measured wet evaporation rate E of 1996 and 1997

for the larch, pine, poplar and mixed site and the Penman-Monteith evaporation rate E PM

using the site dependent kB−1 values and the fractional canopy cover corrected Penman-

Monteith evaporation rate Ec PM using kB−1 = 0 for the spring and summer season

averages. The solid line represents the regression line of the site dependent kB−1 values,

the dashed line represents the regression line of the kB−1 = 0 values.

for the relatively open larch, poplar and pine forest during the foliated season (see

Fig. 8.11). The outliers in the figure are the data points of the mixed forest with

its closed canopy, for which the sparse canopy concept does not seem to work and

overestimates E per unit ground area by almost double. For the non-foliated period

of the larch and the poplar site the sparse canopy concept underestimates E.

This study largely supports Gash’s discussion (Gash et al., 1999), and at the same

time explains why Lankreijer et al. (1993) obtained good results for the closed canopy

site Ede. Good agreement can be obtained when these two approaches are combined.

Site and tree specific kB−1 values in combination with C per unit canopy cover,

improve the applicability of the interception models. The kB−1 values presented

here, may well be used for similar forests under roughly the same conditions. More

experimental data is needed to enable parametrization of the differences between

sites, before the current results can be generally applied to different regions.
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8.6.2 Storage capacity

The other important quantity that determines the magnitude of Ei for each shower is

C. The size of C depends on the leave characteristics and the surface tension forces.

Grelle et al. (1997) show that by using a water balance and eddy-correlation

measurements the resulting maximum C was 2 to 3 times as high in comparison to

the values derived by applying the method of Leyton. These high values for C support

the conclusion by Klaassen et al. (1998). They attributed the underestimation by

Leyton’s method to the neglect of drainage of a partly saturated canopy. However,

in my opinion it is a combination of errors, where the selection of data points with

a saturated canopy and negligible evaporation has the biggest impact. In case daily

data are used, also the inclusion of data points with wet canopies at the start of the

day have a strong impact. For example, using measured E to select data points with

almost no evaporation and showers defined as continuous rainfall events (P ≥ 0.2

mm 30 min−1) preceded by at least 10 hours without rain, provided estimates of C

between 0.9 and 2.1 mm for the pine site of our study. Of this 4 year data set only 10

data points remained after applying these selection criteria. This low number for a 4

year record in combination with the large scatter shows the sensitivity of the results

to measurement errors. However, these values correspond well with the average value

of C (see Table 8.5) derived using the Gash model for sparse canopies with measured

E to estimate E under wet conditions. These values for C are also in the same range

as the values presented by Lankreijer et al. (1999) applying the same method. The

high degree of variation in C suggests, as remarked by among others Hormann et al.

(1996), Calder et al. (1996), Lankreijer et al. (1999), Price and Carlyle-Moses (2003),

Keim (2004) and Carlyle-Moses (2004), that a variable value for C may improve the

modelling performance. However, no clear dependency on for example wind speed or

rain intensity could be retrieved from the sites of this study (see Table 8.4).

More common approaches attribute differences in C to tree characteristics. The

most widely used tree characteristic to explain differences in C is LAI . An ideal

situation would be to compare C at the same site for different LAI . However, the

changes in maximum or average LAI between years are in general to small to establish

any relation between LAI and C. Also for deciduous forest changes in LAI due to

leaf fall are difficult to use as the branches of the trees play an important role by

acting as preferential flow paths in the (partly) non-foliated period. Better relations

are found when comparing results between sites with more pronounced differences in

LAI . For the present study, comparing C based on Leyton’s analysis of all sites with

LAI does not support the often used assumption of a linear relation, but showed an

exponential relation with LAI , and an even better linear relation with cveg (see Fig.

8.8).
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Fleischbein et al. (2005) found a similar relation for their montane forest in

Ecuador with the free throughfall fraction as the better predictor for differences

in C. Considering the good relation with cveg, an exponential relation with LAI is

to be expected, as it is known that cveg and LAI often have an exponential relation.

It should be noted that this is not necessarily the case for sites with LAI greater

than 5 m2m−2. At LAI values above 5 m2m−2 the canopy cover will be closed in

most forests and the linear relation between C and cveg will no longer be valid. A

possible better option to derive C from tree characteristics would be to have a linear

relation with cveg < ≈ 0.8 and for (almost) closed canopies a relation with LAI .

This last part is not straightforward and the uncertainty for a specific site will be

large due to the large scatter in the data. This becomes clear when combining our

dataset to those from other studies such as provided by Turner and Lambert (1987)

and Deguchi et al. (2006). The resulting data set shows a relationship (significance

level p > 0.05) between C with LAI and cveg, but with a large scatter respectively

R2 = 0.31 (C = 0.48 + 0.11LAI , N = 53) and R2 = 0.15 (C = 0.23 + 0.88cveg,

N = 66). Thus C seems to vary between sites and this variation is globally not well

described by tree characteristics such as LAI , cveg or basal area.

Dependency of C on parameters such as P and u are even less evident. Tekle-

haimanot and Jarvis (1991) found a good relation between Ntree and the throughfall

fraction. However, their relation is questionable for low Ntree. Turner and Lam-

bert (1987) compared 18 studies on Pinus radiata in different parts of the world

and derived a similar relation between interception and Ntree expressed as basal

area (R2 = 0.61). Adding P to the relation improved the regression by almost 10%

(R2 = 0.67). That such general relations may have limited value for individual sites

becomes clear when comparing individual data points: the site with the highest basal

area (57 m2ha−1) has the lowest interception loss (10%) while the site with the lowest

basal area (22.5 m2ha−1) has the second lowest interception loss (13%).

At the study sites for showers not saturating the canopy P < 1.5 mm, a positive

correlation was found between C and the precipitation intensity for the summer

months (R2 = 0.47). This increasing C with increasing P is in contrast to the

findings of Calder (1986), Calder et al. (1996) and Price and Carlyle-Moses (2003).

who found a decreasing C with increasing drop size. However, the experiments by

Calder were made with a rainfall simulator, where the lowest rainfall rate was almost

as high as the highest rate observed in the eleven year period at the Loobos site,

which makes it doubtful if these results can be compared. Also differences in tree

characteristics may play a role in this relation (e.g. Pook et al., 1991).

The negative correlation of C and u∗ for showers just saturating the canopy

(1.5 < P < 1.7 mm) as observed at the sites during the winter half year can be

attributed to the loss of water on the canopy due to movement of the leaves and
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branches. This supports the findings of Hormann et al. (1996), however it seems that

this effect is most of the time overshadowed by the positive correlation between E

and u∗. This may be enhanced by the fact that in most cases the layer of water

on the leaves concentrates in drops at the edges of the leaf (see e.g. Butler, 1985).

This forming of drops will conserve energy by reducing the evaporative surface and

will thus reduce E. Higher u will not only enhance the evaporation process, but

will also shake the drops off the leaves, reducing C as observed by Hormann et al.

(1996). Efforts have been made to model these drops or patches of wet leaf area and

the exchange of energy between these surfaces (Shuttleworth, 1976, Butler, 1986,

Bosveld and Bouten, 2003), however due to lacking information on the size of the

wet patches these models are difficult to apply.

For the time being, the relation between C and cveg found for the 5 sites supports

the sparse canopy concept introduced by Gash et al. (1995) and Valente et al. (1997).

This implies that the applied LAI dependent storage capacity used in among others

GCM’s (General Circulation Models) can be improved if cveg is taken into account. It

also suggests that for the study sites, based on Leyton’s analysis, for cveg < 0.9 a fixed

value of Cc = 0.7 can be used, including the non-foliated period for deciduous trees.

Including sites from other studies (e.g. Marin et al., 2000; van Dijk and Bruijnzeel,

2001a; Price and Carlyle-Moses, 2003; Bryant et al., 2005; Loescher et al., 2005;

Deguchi et al., 2006), this value will increase to Cc = 0.9. It should be taken into

account that this increase is possibly due to the lack of data in non-foliated periods.

The relatively large scatter when plotting Cc against LAI in this and other studies

shows that besides the leaf area other factors determine the size of C. For forest with

cveg ≈ 1 it seems more appropriate to select values that resemble the site tree species

best. In this respect, it is unfortunate that Breuer et al. (2003) lack information on

cveg, the only temperate forest ecosystems distinguished are deciduous and coniferous

forests. No distinction is made between needle dropping species such as larch with

its relatively low LAI and species with a high LAI such as Douglas fir. The latter

causing relatively high mean values for coniferous forest C = 1.8 mm. Although this

value corresponds with the average value found for the pine site Loobos C = 1.65

mm, it is doubtful if these two can be compared due to the different methods used.

Using the average C = 1.4 mm for European deciduous forest as supplied by Breuer

et al. (2003) overestimates Ei for the oak stand at the Edesebos with 80% and 44%

for the summer months in 1988 and 1989 respectively. The overestimation reduces to

45% and 16% if we assume that the value for C corresponds to a closed canopy and

is adjusted according to cveg of the site. This decrease in Ei supports the suggestion

that improvements can be made if besides tree species and total precipitation also

cveg is reported as well as precipitation intensity.
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8.7 Conclusions

Attempts have been made to improve the estimates of wet evaporation Ei and canopy

water storage C, two of the most important parameters to simulate interception loss.

Measurements show that, both the roughness length for heat z0H and for momen-

tum z0M are subject to changes under wet conditions. Use of a value for kB−1 = 1.0

to express the ratio between the aerodynamic resistance for heat and momentum (see

Eq. 2.67) seems more appropriate for the pine site of this study. The use of the value

kB−1 = 1.0 changes a 30% underestimation of the calculated evaporation rate using

Penman-Monteith with kB−1 = 2.0 and an 30% overestimation with kB−1 = 0.0 to

an underestimation of 4%.

The magnitude of kB−1 differs per site, is in general higher for the winter period

and is different for wet and dry periods. For the sites studied only for relatively rare

occasions kB−1 approached zero under wet conditions. These events were associated

with large storms. Based on the data available for this study as a rule of thumb

kB−1 = 1.0−1.5 may be used for needle leaf forests and kB−1 = 3.0−4.0 in summer

and kB−1 = 5.0− 6.0 in winter for broad leaf deciduous forests (see Table 8.1).

Estimates of the evaporation rate E during wet conditions based on regression

analysis using measured throughfall Tf , stemflow Sf and precipitation P are approx-

imately twice as high as E derived from the energy balance closure during showers.

Possible causes for this are the systematic underestimation of measured P , but also

for hourly data not having taken into account the drip taking place after the end

of the time step. For event based data the use of measured Tf implicitly includes

the amount of water left on the leaves at the end of the shower and thus also the

relatively high E taking place after the shower has ceased (see Fig. 8.4).

Although the use of daily data instead of an arbitrary definition of a shower

reduces the total number of showers in a year by 50%, the consequences for the

magnitude of the ratio E/P are minimal.

The fact that events without E are very rare or non existent are the main cause

for the often found low values of C when using techniques based on the method of

Leyton et al. (1967). Using the sparse canopy model of Gash et al. (1995) and E

derived from the energy balance closure to calculate C gives values 3 times as high as

when using the method of Leyton. The largest differences occur especially during the

winter months. The relatively good modelling results obtained with the Gash model

using different parameter sets for the same location, exhibit the trade off between

C and E. Thus, although in my opinion the lower values of E for wet conditions

presented in this study are physically more consistent, it is even more important to

assure that the parameters to be used to simulate interception losses are consistent
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with one another and with the concept used.

For the sites and years of this study there is a clear relation between the fractional

canopy cover cveg and C. For sparse canopies, i.e. cveg � 0.9, cveg is a better proxy

for C than Leaf Area Index LAI (see Fig. 8.8 and 8.7). C seems not only to depend

on vegetation characteristics such as LAI , cveg and the tree density Ntree, but also

on the precipitation regime. This implies that parameters derived for a specific tree

species at a specific site will only be applicable to other sites having the same climatic

conditions. As a consequence parameter estimations based on tree species only (or

more specifically land cover and LAI) are not sufficient to provide accurate values for

water balance studies if climatic differences between sites are not taken into account.

Fixed parameter values can decrease the model’s daily performance considerably.

For the Edesebos site this was mainly caused by differences in C.

Using site and tree specific kB−1 values in combination with C per unit canopy

cover, will improve the general applicability of the interception models. The pre-

sented kB−1 and C values may well be used for similar forests under approximately

the same conditions. More experimental data, however, will be needed to enable

parametrization of the differences between sites, before the present results can be

generally applied to regions with different climatic conditions.





Chapter 9

Epilogue

9.1 Main conclusions

An example of the possible value of improved knowledge on the water use of forests

may be obtained from the spring drought in the Netherlands of 2011.

The Dutch National Weather Service (KNMI) reports the continuous sum of po-

tential excess of precipitation, which is precipitation minus potential evaporation as

based on Makkink (1959) corrected for land cover type. This potential excess pre-

cipitation is a good measure to compare between different years. It is, however, of

limited use when evaluating the actual effect of the depletion of water resources.

For the dry spring over the period 1 April to 9 May 2011, KNMI reported for

the forested area of the Veluwe a potential excess precipitation of -80 to -100 mm.

However, the measurements at the pine stand of the Loobos site on the Veluwe

showed over the same period an actual excess precipitation of -35 mm. An absolute

difference of 45 to 65 mm is considerable and it makes the use of the potential excess

precipitation in reporting drought situations questionable.

Reporting actual excess precipitation would provide a much better insight on the

actual status of the water resources. Although the status of the water resources can

be simulated by using numerical models (see e.g. Section 7.5.4) and/or estimated

from remote sensing images, it is recommended to use for verification direct mea-

surements (see Section 4.3.2). At present the measurements of actual evaporation

are not incorporated in operational reports. The Loobos site is at present the only

long-term continuously run forest station in the Netherlands and could be used for

such purposes.

The results of the present doctoral thesis may contribute to improve operational

water management issues related to forest hydrology as it discusses the water use

of a number of different forest types in the Netherlands. The leading question was:

“What is the difference in water use of different tree species in The Netherlands?”.

This question has been divided into three underlying research questions. In the

following paragraphs the main findings will be briefly discussed.
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“What are the main processes controlling the magnitude of the different compo-

nents of the water balance of forested areas in the Netherlands?”. The main com-

ponents of the soil water balance over a certain period of time are precipitation,

evaporation, soil water change and the resulting discharge. Evaporation is arguably

its most important component as it controls land-atmosphere feedbacks through the

land surface energy budget. The processes controlling the evaporation rate are differ-

ent for both dry and wet conditions. During dry conditions the processes controlling

the availability of soil water and the flow of this water to the leaf surface of trees

and undergrowth are most important (see Chapter 7). During wet conditions the

processes controlling the amount of water stored at the leaf surface and the vertical

location of the vapour sources will determine the evaporation rate (see Chapter 8).

“What are the controlling parameters of these processes and are they related to

tree species?”. In comparison to other vegetated surfaces, forests have a relatively

large surface roughness providing a low aerodynamic resistance ra, which makes the

magnitude of stomatal conductance gs the determinant of the evaporation rate under

dry conditions.

In Chapter 7 it has been shown that not only gs of the trees, but also gs of

the undergrowth plays an important role in determining the evaporation rate under

dry conditions. Fig. 7.3 and Table 7.5 show the resulting conductance functions

and parameter values based on the equations of Section 2.5.3 for the 5 forest stands

of this study. The low sensitivity to soil water deficit θD shows that the forest

stands of this study are not very sensitive to the range of changes in soil water

encountered during this study. The sensitivity of these forests to more severe droughts

cannot be concluded from the present data sets. The relatively good performance

for moderate soil water stress conditions by the model introduced to represent the

feedback of θD on gs under more extreme dry situations (see Fig. 7.10 and Fig. 7.11),

shows the potential of such a parametrization taking into account drought conditions.

Especially situations of extreme drought leading to cessation of root water uptake

from the groundwater reservoir.

During and just after showers have ceased, the main parameters governing the

quantity of water evaporated are those parameters that determine the water holding

capacities of the vegetation as well as the rate of evaporation. In Chapter 8 attempts

have been made to improve the estimates of interception evaporation Ei and canopy

water storage C, being two of the most important parameters that simulate inter-

ception loss. It has been shown that it may take up to 13 hours before transpiration

is returned to its normal level (see Fig. 8.4).

During such a drying period the rate of interception evaporation Ei is largely

depending on the roughness length for heat z0H as well as for momentum z0M .
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Measurements show that under wet conditions, both the roughness length for heat

z0H and for momentum z0M are subject to changes. Applying site and tree specific

values for the ratio of roughness length for heat z0H and for momentum z0M in

combination with C per unit canopy cover, will improve the general applicability of

the interception models. The in Chapter 8 presented ratio’s of z0H and z0M (see

Table 8.1) and C values (see Fig. 8.8 and 8.7) may well be used for similar forests

under approximately the comparable conditions.

To enable parametrization of the differences between sites, more experimental

data however will be needed before the present results can be generally applied to

regions with different climatic conditions.

The relatively large contributions of the undergrowth at the pine and the poplar

forest during large parts of the year showed the importance of this component of

total forest water use (see e.g. Fig. 7.12).

“Will this knowledge be of added value to predict effects of different tree species

on the water balance?”. Parametrizations as are found in this study that allow to

quantify the effect of most common forest types on the water balance in the Nether-

lands. These capabilities have among others being demonstrated by the modelled

interception evaporation Ei for the Oak forest at the Edesebos site (see run1 in Fig.

8.10).

9.2 Deriving actual evaporation for forests in the

Netherlands

At present hydrological practitioners mainly use numerical models based on the input

of a reference evaporation rate. Direct measurements of forest evaporation by the

eddy-correlation technique, such as has been used in the present study (see Chapter

4), are often not part of general hydrological practice. For a more complete overview

of different methods to measure actual evaporation see e.g. Moors (2008). Each of

these methods has their own advantages and disadvantages. Issues to be considered

are the temporal and spatial scale of the measurements, operational requirements

and the associated uncertainty.

For the eddy-correlation technique as has been employed for this study on forest

evaporation, it was shown that the uncertainty during dry conditions in summer at

almost all sites was less than 5% (see Chapter 5). In winter the uncertainty was less

than 15%. During wet conditions the uncertainty has been estimated as being less

than 20%. Often longer time steps than the typical 30 minutes measurement time

step of micro-meteorological measurements are required.
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In Chapter 6 it has been shown that because of filling missing data the added

uncertainty is less than 10%. A large part of the measurement error will depend on

the experience of the user, i.e. doubling this error. Malfunctioning of equipment may

cause a considerable additional error i.e. 5 - 100% (Allen et al., 2011).

To improve the estimates of actual evaporation by numerical models, the findings

of Chapter 7 and Chapter 8 for the parametrizations of dry and wet evaporation

can be used. In addition: the undergrowth contribution to evaporation can be made

explicit, enabling improved evaporation estimates in all seasons of the year.

Further improvements can be achieved by taking seasonal differences into account

among others by introducing parametrizations reflecting the differences in phenolog-

ical phases.

Also capabilities to include human influences, for example the effect of deliberate

or unintentional application of nutrients on the controls of trees on their transpiration

rate, will help to improve evaporation estimates of unmeasured forest stands.

In the long run climate change may not only affect the evaporation rate by chang-

ing the magnitude of the physical drivers such as radiation, temperature, wind and

precipitation, but also through changes in physiological characteristics of forest plant

communities (see e.g. Kruijt et al., 2008; Milly and Dunne, 2011).

To implement improvements a five step approach is suggested:

1. Direct measurement of the actual evaporation rate at strategic sites is recom-

mended for process understanding and verification purposes. Especially the

real time use for verification is recommended during extreme conditions, such

as droughts (see also Section 9.1).

2. Continuous use of crop factors will only be sustainable if the effects of elevated

CO2 and nutrient application will be taken into account and if updated crop

coefficients will become available.

3. Replacing the crop factors by effective surface resistances will allow for the

use of land surface models that take into account forest properties, such as

albedo and LAI . Such properties are almost constant with respect to changes

in soil water content, but are important for the spatial differences of the energy

balance.

4. A promising way forward to overcome the presently missing impact of elevated

CO2 and nutrient availability on the physiological processes, is an improved

coupling between biogeochemical and hydrological models. This coupling will

also pave the way to incorporate issues such as tree phenology, which is the

main process dictating changes in seasonal patterns.
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5. Finally the use of an atmospheric meso-scale model coupled to the land surface

model will not only enable weather services to provide a forecast of the actual

evaporation. Even more importantly this coupling will also ensure a consistent

feedback of the atmosphere on the vapour pressure deficit. The latter being es-

pecially important if land surface models based on the vapour pressure gradient

such as the Penman-Monteith model are to be used.

To improve in steps 1 to 5 the spatial variability (e.g. vegetation characteristics

measured by Lidars) and the initial state of the models (e.g. soil water, Dolman and

de Jeu, 2010), the use of remote sensing could greatly contribute.

Step 4 will allow support for the introduction of improved local feedbacks in

climate models, which may help to investigate critical transitions in our climate (see

e.g. Rietkerk et al., 2011). This knowledge will also support respectively step 3 and

step 5, that will contribute to the implementation of more spatial explicit surface

properties our land surface schemes.

The forecasts of the water use of forests of step 5 may be further extrapolated

by for example taking into account the statistical depletion rate e.g. the historical

draw-down characteristics of the groundwater table.

The approaches suggested above are primarily aimed to support proper water

management and are for a part in line with the recommendations by Droogers (2009).

Some of these approaches can also contribute to improve evaporation estimates of the

land surface schemes being used in meteorological forecasting and climate modelling.

For these land surface schemes improvements can be achieved by better representing

the spatial heterogeneity in land surface schemes (see Jacobs et al., 2008; Shuttle-

worth, 2007).

9.3 Research perspectives

The first research challenge is related to the increased risk of droughts. Managing

the available fresh water resources during situations of water scarcity requires reliable

measurements and forecasts of water use. At present not much is known regarding

how the water use of different forest types will change under more severe prolonged

dry periods. Especially in areas with historically relatively high groundwater levels

such as in The Netherlands, no data are available on how the water use of forest will

change during dry periods with falling groundwater tables.

The second research challenge is related to the still often ignored contribution

of the undergrowth to the forest evaporation. Considering the evaporation rate of

the trees and the undergrowth separately will enable an improved understanding
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of the functioning of forest ecosystems. It will also improve our interpretation of

the changing climatic and hydrological conditions affecting evaporation of trees and

undergrowth differently.

To support such an approach, the rather limited number of plant functional types

as are being used at the moment to describe forests, need to be replaced by plant

functional types describing tree species in combination with undergrowth species.

These plant functional types should not only allow to take leaf area index LAI of the

undergrowth into account, but also the different phenological phases of the trees and

of the undergrowth. The latter will help to improve the simulation of the seasonal

differences in the behaviour of the stomatal conductance gs, which will provide better

estimates of the total evaporation rate, i.e. also outside the growing season.

To enable research in these directions, additional data sets will be needed. These

data sets should especially aim at representing the different phenological phases of

the vegetation and should include:

• Evaporation data sets of undergrowth,

• Evaporation and soil water data sets for forests under water stress.

The release of water vapour and the intake of carbon dioxide by trees are both

for an important part controlled by the opening and closing of the stomata. Because

of this stomatal control, there is a strong link between the evaporation rate and the

rate of the carbon dioxide uptake by forests. Therefore, most issues that are valid

for the evaporation rate as mentioned above also hold for the photosynthesis rate.

It is still unclear what is driving inter annual variability in net ecosystem ex-

change of carbon. Extreme events such as droughts are clearly important, but the

quantification of the impact is still a major challenge.

Measurements at the pine forest of the Loobos side showed that the undergrowth

contribution to the total carbon uptake by photosynthesis was on average similar to

the contribution of undergrowth to the evaporation rate. Thus the undergrowth also

plays an important role in the total photosynthesis of a forest. In addition, the un-

dergrowth has an effect on the respiration rate through the input of substrate and the

influence on the soil water content of the top soil layer can have a significant effect on

net carbon exchange of a forest. Research on the separate contribution to evaporation

and photosynthesis of trees and undergrowth will improve our understanding of the

net carbon exchange. Emphasis on drought situations will add to our knowledge on

the effect of lowering groundwater tables on the net carbon sequestration by forests.
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Stemflow

The amount of stemflow Sf is directly related to P . Table A.1 shows the regression

results for the four experimental sites at which stemflow was measured. To investigate

a possible relation between Sf and LAI distinction has been made between summer

and winter. In summer Sf decreased in the order: oak - poplar - pine - larch.

In winter the order is: oak - poplar - larch - pine. At all sites investigated Sf is

low, in most cases Sf < 0.01P . At the pine site there exists hardly any difference

between summer and winter, because the differences in the Vegetation Area Index

VAI amounted only to 0.2 m2 m−2.

Only for oak and poplar trees the ratio of Sf/P as a function of V AI is significantly

different between the foliated and the non-foliated periods (see Fig. A.1). This

relationship shows an increase in leaf area reducing the ratio of Sf/P . The increase

of Sf with decreasing leaf area is a confirmation of the findings of Giacomin and

Trucchi (1992). At their beech forest site in Italy Sf was found to be 12% higher in

the lesser foliated period for precipitation events > 5 mm.

Tree characteristics that may explain the differences in Sf between tree species

are differences in the angles of the branches, the capacity of the bark of the trees to

absorb and retain water and the foliage. For the tree species of this study the branch

angle increases in the order: poplar - oak - larch - pine. As a rule of thumb one may

conclude that the smaller the branch angle the greater the stemflow. Additionally

the capacity of the bark of the trees to absorb and retain water will influence the

Table A.1: Stemflow parameters at four forest sites assuming a linear relationship with

precipitation P : Sf =x0+aP (mm) , where P (mm) is the precipitation based on weekly

data.

Location Summer Winter

x0 (mm) a R2 x0 (mm) a R2

Larch (Bankenbos) -0.0012 0.0005 0.53 -0.0092 0.0035 0.88

Oak (Edesebos) -0.0956 0.0148 0.63 -0.4412 0.0738 0.91

Poplar (Fleditebos) -0.0557 0.0107 0.60 -0.0966 0.0341 0.88

Pine (Loobos) -0.0039 0.0007 0.77 -0.0055 0.0013 0.75
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Figure A.1: Left panel: The amount of stemflow Sf as a function of precipitation amount

P on a weekly basis of the poplar trees at the Fleditebos site during foliated (summer) and

non-foliated (winter) period. Right panel: For the same site Sf / P as a function of the

Vegetation Area Index VAI during the foliated period.

amount of stemflow. The intercept of the regression line in the left graph of Fig.

A.1 gives an indication of this capacity. At this poplar stand during the non-foliated

period Sf only starts at P > 3.5 mm week−1.

The right hand graph of Fig. A.1 shows the influence of the amount of foliage

on the stemflow fraction Sf / P . Foliage influences Sf in two ways. It prevents

rain from wetting branches and trunk and also the weight of the foliage may bend

the branches downward, increasing the angle of the branches with the stem and thus

reducing Sf . The influence of the foliage is evident as during the foliated period Sf

starts at P > 6.0 mm week−1.

In view of the low numbers found for Sf at the sites presented here, a detailed

assessment of this quantity seems unnecessary as compared to the uncertainties of

the other components of the water balance. Except in the winter periods Sf will not

be taken into account for the oak and poplar sites, when Sf > 0.01P .
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Weight fractions of the soil

The tables below show the weight fraction of the soil at the Bankenbos, Fleditebos,

Kampina and the Loobos sites. The sand fraction is defined as the fraction of dry

matter with particle size between 16 µm - 2000 µm, the silt fraction with particle

size 2 µm - 16 µm and the clay fraction with particle size 0 µm - 2 µm.
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Table B.1: Weight fractions x of sand, silt and clay and the densities ρ at the Bankenbos

site.

Depth xsand xsilt xclay ρsample

(m) (kg3 kg−3) (kg3 kg−3) (kg3 kg−3) (kg m−3)

0-0.30 0.41 0.01 0.05 1260

0.55-0.70 0.64 0.01 0.02 1650

0.60-0.90 0.65 0.02 0.01 1760

Table B.2: Weight fractions x of sand, silt and clay and the densities ρ at the Fleditebos

site.

Depth xsand xsilt xclay ρsample

(m) (kg3 kg−3) (kg3 kg−3) (kg3 kg−3) (kg m−3)

0.07-0.34 0.61 0.12 0.18 880

0.36-0.70 0.42 0.15 0.32 980

0.90-1.10 0.25 0.32 0.29 1100

Table B.3: Weight fractions x of sand, silt and clay and the densities ρ at the Kampina

site.

Depth xsand xsilt xclay ρsample

(m) (kg3 kg−3) (kg3 kg−3) (kg3 kg−3) (kg m−3)

0-0.20 0.52 0.01 0.05 1320

0.20-0.50 0.53 0.01 0.01 1450

Table B.4: Weight fractions x of sand, silt and clay and the densities ρ at the Loobos site.

Depth xsand xsilt xclay ρsample

(m) (kg3 kg−3) (kg3 kg−3) (kg3 kg−3) (kg m−3)

0-0.20 0.96 0.01 0.02 1560

0.40-0.60 0.98 0.00 0.02 1630
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Data processing for the eddy correlation
technique

One of the main objectives of the experimental work of the forest hydrology project

was to obtain long term (about three years) of continuous measurements. All sites

were located in remote areas where no main power was available. This was solved

by using batteries powered by solar and wind energy and by minimizing the power

consumption. Due to this some concessions had to made to the quality of the flux

data. Reduction of the power consumption was achieved among others by using

palmtop PC’s and not storing the raw data continuously, but instead storing the

means, variances and covariances. However, the disadvantage of the use of these

palmtops is, besides the limited data storage capacity, the processor speed. This lead

to the second concession, namely not calculating the covariances of the wind speed

components in x- and y-direction u and v with temperature T and scalar κ and the

covariance of T and κ. To check if the mentioned concessions caused unacceptable

data quality loss, raw data were collected for short periods (maximum a couple of

weeks at each site).

For a complete description of the eddy-correlation technique in combination with

infra red gas analyser and the processing software for the raw data the reader is

referred to Moncrieff et al. (1996) and Aubinet et al. (2000). Here the data processing

is described as used for a 3D sonic and an open path hygrometer applying eddy

correlation technique. This was the basis for the long term data collection of this

study.

The equipment used for the measurement of the momentum, sensible and latent

heat flux is a 3-D sonic anemometer (SOLENT 1012R2, Gill) and a Krypton hygrom-

eter (KH2O, Campbell). The three wind components are derived from the calibrated

relation between the wind speed and the transit time for a sound pulse travelling

over the known distance between one of the three transmitters to the corresponding

receiver. The temperature fluctuations needed for the sensible heat flux density are

derived from the known relation between the speed of sound in air cs (m s−1) and
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the absolute air temperature T in K (Kaimal and Finnigan, 1994):

c2s = γ
R

Md
T (1 + 0.32

e

p
) (C.1)

where Md the molar mass of dry air (0.028965 kg mol−1), R is the universal gas

constant (8.314 J mol−1 K−1), γc = cp/cv is the ratio of specific heat, with cp and cv
the specific heat (J kg−1 K−1) of dry air at constant pressure and constant volume

respectively (γcR/Md = 403 m2 s−2 K−1), e denotes the vapour pressure of water

(hPa) and p the atmospheric pressure (hPa).

The sonic temperature is defined as Tson = c2s/403 and is close to the virtual

temperature Tv (K):

Tv = T (1 + 0.38
e

p
) (C.2)

The absolute humidity κabs measured by the Krypton hygrometer relates to the

vapour pressure by:

κabs =
eMw

RT
(C.3)

whereMw is the molar mass of water (0.0180153 kg mol−1). In the case of high vapour

pressure the difference between the sonic temperature and the virtual temperature

becomes more pronounced, but are still small enough (±0.01 K) for most micro-

meteorological purposes (Kaimal and Kristensen, 1991). Corrections for the effect of

humidity on the sensible heat flux are applied following Schotanus et al. (1983). The

three wind speed components, the speed of sound (all in m s−1) and the humidity

concentration (in mV) are measured at 20.825 Hz. Each 30 minute interval the

sound of speed is converted into sonic temperature using Eq. (C.1), where after the

fluctuations of all quantities are calculated using a non-centralized running mean

algorithm with a 200 s time constant. Means and variances are calculated and stored

of u, v, w, Tson and κ, as well as the covariances u′w′, u′v′, v′w′, w′T ′son and w′κ′.

After collecting the data in the field the mean absolute humidity (kg m−3) mea-

sured by the Krypton hygrometer is calculated using the calibration parameters sup-

plied by the manufacturer. The same parameter of the humidity calibration span is

used for the covariance of vertical wind speed and humidity. The wind speed and di-

rection are calculated from the means of u and v. The wind direction is also corrected

for the non alignment with the magnetic North.

C.1 Oxygen absorption

The Krypton H2O hygrometer emits ultraviolet light between 123.58 and 116.47

nm. This implies that the sensor is besides to hydrogen also sensitive to ozone and
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oxygen. Due to the high relative concentration of oxygen a correction is needed.

Differences in the density of oxygen depend on temperature and air pressure. For the

absolute humidity measured by the Krypton this correction is assumed constant in

the calibration coefficients (i.e. constant temperature and pressure) and implicit in

the calibrated offset supplied by the manufacturer. To incorporate a site dependent

oxygen correction in the absolute humidity measurement by the Krypton hygrometer,

the offset caused by the oxygen concentration during calibration should be subtracted.

This gives the following equation

κabs =
lnV0 − lnVq

xpkv
+
kO2

kv
(ρO20 − ρO2

) (C.4)

where V0 is the calibration offset (V), Vq the measured voltage (V), xp the path length

(m), kO2
and kv are the absorption coefficients for oxygen and water vapour (0.0085

and 0.143 m3 g−1 cm−1 respectively), ρO20 the oxygen density during calibration (kg

m−3), ρo the density during the measurement (kg m−3). The oxygen density is given

by

ρO2
=
CO2

MO2
p

RT
(C.5)

where CO2
is the relative concentration of oxygen (0.21),MO2

is the molecular weight

of oxygen (32 kg mol−1), p the air pressure (Pa), R the universal gas constant (8.314

J mol−1K−1) and T the air temperature (K).

The covariance of the absolute humidity and the vertical wind speed is corrected

for the oxygen sensitivity by

w′κ′abs =
−w′Vq ′
xkvVq

+
CO2

MO2
p

RT 2

kO2

kv
w′T ′ (C.6)

This correction is in the order of 10% of the sensible heat flux. For this study no

correction is made for the ozone sensitivity.

C.2 Axis rotation

Although the sites are relatively flat and some effort was made to install the sonics

in the mean wind direction perpendicular to the surface the data are processed using

stream line coordinates.

To align the u-component to the mean horizontal wind speed and to align the

mean wind vector parallel to the mean stream lines of the wind speed, a two axis

coordinate rotation is applied to the means, variances and covariances of the wind
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speed components following McMillen (1988) and Kaimal and Finnigan (1994). The

horizontal wind vector is defined as

uhor =
√
u2 + v2 (C.7)

and the total wind vector

utot =
√
u2 + v2 + w2 (C.8)

from this the angle between u and uhor is

α = arccos

(
u

uhor

)
(C.9)

and the vertical tilt

γ = arccos

(
utot
uhor

)
(C.10)

With these angles the first two rotations can be calculated. In effect the first rotation

sets v to zero and the second rotation sets w to zero.

The covariances of the wind speed components and temperature and humidity

(i.e. sensible and latent heat flux) were not rotated. Also the third rotation as

proposed by Kaimal and Finnigan (1994), which forces the lateral momentum flux to

zero was not performed. This rotation is necessary when the streamlines incline with

respect to the local surface. For the present sites this was not considered to have a

major influence on the results.

After the rotation corrections, a first estimate of the friction velocity u∗ (m s−1)

is calculated as:

u∗ =

√
w′v′

2
+ w′u′

2
(C.11)

as well as the Monin-Obukhov stability length L (m):

L = − Tsonu
3
∗

κgw′T ′son
(C.12)

After the frequency response corrections the friction velocity and the stability length

are recalculated.

C.3 Frequency response corrections

Due to sensor response, sensor separation, path length averaging, and signal pro-

cessing, a part of the transporting eddies may be influenced or not detected by the

system. To correct for this the flux loss is calculated using transfer functions describ-

ing the spectral loss of the system and model (co-)spectra (Moore, 1986). To prevent
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aliasing, the effective transfer functions are calculated for frequencies n not exceed-

ing the Nyquist frequency (i.e. half of the sampling frequency ns). The convolution

integral of the model spectra and the effective transfer function is calculated over the

frequency range 0.00001 Hz to the Nyquist frequency.

Detrending of the data was done using an auto regressive moving average filter

with a time constant τd of 200 s. The response gain for this high pass filtering is:

Td(n) =
(2πnτd)

2

1 + (2πnτd)
2
/αd

(C.13)

were the time coefficient αd is taken as one.

The co-spectral transfer function for the transformation of analogue to digital

signals is given by:

Ta(n) = 1 +

(
n

ns − n
)3

(C.14)

where ns is the sampling frequency.

The frequency response gains for the wind speed components, the sonic tempera-

ture (all from the Solent sonic anemometer) and for the humidity (from the Krypton

hygrometer) are considered to be negligible.

The transfer functions for spatial averaging over a path with length xp (xp =

0.149 m for the sonic anemometer and xp ≈ 0.0125 m for the Krypton hygrometer)

are for the humidity, the sonic temperature and the wind components u and v:

Tp(n) =
1

2π n
uxp

[
3 + exp

(
−2πn

u
xp

)
− 4

(
1− exp

(−2π n
uxp

))
2π n

uxp

]
(C.15)

and for the vertical wind component w:

Tp(n) =
4

2π n
uxp

[
1 +

1

2

{
exp

(
−2πn

u
xp

)
− 3

(
1− exp

(−2π n
uxp

))
2π n

uxp

}]
(C.16)

The transfer function for sensor separation of the Krypton hygrometer and the sonic

anemometer is given by:

Ts = exp

(
−9.9

[n
u
s
]1.5)

(C.17)

were s (s = 0.2 m) is the distance between the two sensors.
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The composite transfer functions for the equipment used for this study are calcu-

lated as:

Tuu = TpuTaTd (C.18)

Tvv = TpvTaTd (C.19)

Tww = TpwTaTd (C.20)

TTT = TpTTaTd (C.21)

Tqq = TpqTaTd (C.22)

Tuw =
√
TuuTwwTaTd (C.23)

Tvw =
√
TvvTwwTaTd (C.24)

TTw =
√
TTTTwwTaTd (C.25)

Tqw =
√
TqqTwwTaTd (C.26)

For the theoretical spectra and co-spectra the formulations of Kaimal et al. (1972)

are used. In their formulations the spectra are functions of the normalized frequency

f = n(z−d)
u and stability ζ = z−d

L .

For stable conditions (ζ < 0):

Suu =
1

n

f

0.2(0.838 + 1.172ζ) + f5/33.124 [0.2(0.838 + 1.172ζ)]
−2/3

(C.27)

Sww =
1

n

f

(0.838 + 1.172ζ) + f5/33.124(0.838 + 1.172ζ)−2/3
(C.28)

STT =
1

n

f[
0.0961 + 0.644ζ3/5

]
+ f5/33.124

[
0.0961 + 0.644ζ3/5

]
−2/3

(C.29)

SwT =
1

n

f

0.284
[
1.0 + 6.3ζ3/4

]
+ f2.12.34

{
0.284

[
1.0 + 6.3ζ3/4

]}
−1.1 (C.30)

Suw =
1

n

f

0.124
[
1.0 + 7.9ζ3/4

]
+ f2.12.34

{
0.124

[
1.0 + 7.9ζ3/4

]}
−1.1 (C.31)

For unstable conditions (ζ < 0) the spectra are dependent of the boundary layer

height. For the horizontal and vertical wind speed the formulations of Hojstrup

(1981) are used. Here Moore (1986) is followed and the spectrum of temperature and

the co-spectra of vertical wind speed with temperature and horizontal wind speed as
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given by Kaimal et al. (1972) are also used for unstable conditions:

Suu =
1

n

[
210.0f

(1.0 + 33.0f)5/3
+

f(−ζ)2/3
( z
zi
)5/3 + 2.2 (f)

5/3

]
(C.32)[

1

9.546 + 1.235(−ζ)2/3( z
zi
)−2/3

]

Sww =
1

n

[
16.0f(−ζ)2/3

(1.0 + 17.0f)5/3
+

f

1 + 5.3 (f)
5/3

]
(C.33)[

1

0.7285 + 1.4115(−ζ)2/3
]

STT =
1

n

[
14.94f

(1.0 + 24.0f)5/3

]
f < 0.15 (C.34)

STT =
1

n

[
6.827f

(1.0 + 12.5f)5/3

]
f ≥ 0.15 (C.35)

SwT =
1

n

[
12.92f

(1.0 + 26.7f)1.375

]
f < 0.54 (C.36)

SwT =
1

n

[
4.378f

(1.0 + 3.8f)2.4

]
f ≥ 0.54 (C.37)

Suw =
1

n

[
20.78f

(1.0 + 31.0f)1.575

]
f < 0.25 (C.38)

Suw =
1

n

[
12.66f

(1.0 + 9.6f)2.4

]
f ≥ 0.25 (C.39)

where zi (m) denotes the boundary layer height, which is not known most of the time

and taken here as constant at 1000 m. Again according to Moore (1986) the same

functions may be used for Suu = Svv, STT = Sqq, Suw = Svw and SwT = Swq.

The flux loss correction factor cFxy
is then the ratio of the integrated theoretical

(co-)spectral distribution functions Sxyto the convolution integral of the (co-)spectral

transfer functions Txy and Sxy

cFxy
=

∫
∞

0
Sxydn∫

∞

0
TxySxydn

(C.40)

With the now corrected variances and covariances the friction velocity and stability

length are recalculated.
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C.4 Sensible heat flux and air temperature

The sonic temperature is close to virtual temperature (Kaimal and Kristensen, 1991)

and is transformed to mean air temperature by a simplified relation:

T =
Tson

1 + 0.51κabs

ρa

≈ Tson

(
1− 0.51

κabs

ρa

)
(C.41)

where κabs (kg m−3) denotes the absolute humidity and ρa (kg m−3) the density of

dry air at the sonic temperature. If available the humidity measured by the automatic

weather station is used, if not the measurement of the eddy correlation system is used.

Cross wind and humidity corrections are done on the covariance of the vertical wind

speed and the temperature (Schotanus et al., 1983):

w′T ′ =

(
w′T ′son −

0.51

ρa
Tsonw′κ′abs + 2uTson

u′w′

c2s

)
(C.42)

If the latent heat flux is not available, the humidity correction is derived form the

latent heat flux calculated as the residue of the energy balance.

The sensible heat flux H (W m−2) is:

H = cpρaw′T ′ (C.43)

where cp is specific heat of moist air (J kg−1 K−1) and ρa the density of dry air (kg

m−3).

It should be noted that, except for the short periods during which raw data

were collected, due to the limited number of covariances stored in the field the sonic

temperature variance was not corrected for cross wind contamination nor for humidity

fluctuations.

C.5 Latent heat flux

To correct for the fact that the vertical wind speed is unequal to zero if a sensible heat

flux exists, Webb et al. (1980) proposed a correction for all scalars where the density

is measured instead of the mixing ratio, which is the case when using a Krypton H2O

hygrometer

w′κ′abs = 1 +
Md

Mw

κabs

ρa

(
w′κ′abs +

κabs

Tair
w′T ′

)
(C.44)

The latent heat flux (W m−2) is calculated as:

λEE = w′κ′absλE (C.45)

where λE is the latent heat of water vapour (J kg−1).
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Storage of heat in biomass

The heat storage in the biomass, Jveg W m−2 can be divided in a rapidly changing

heat storage in the leaves and branches and a more slowly storage in the stems:

Jveg = Jleaf+branch + Jstem + Jundergrowth (D.1)

As the biomass of the undergrowth is small as compared to that of the trees, the

change in heat storage of the undergrowth is neglected. The change in heat storage

in branches and leaves is given by:

Jleaf+branch =

∫ ztree

0

ρleaf+branchcleaf+branch
dTveg
dt

dz (D.2)

where cleaf+branch = 2647 Jkg−1K−1 based on c of dry wood corrected for the water

content of the leaves and the branches.

For the estimation of the heat storage in the trunks, the method of Moore (1986)

was followed, i.e. that the heat flux across the surface of a tree trunk with a diameter

larger than 14 cm can be treated as an infinite slab. Ignoring the surface conductance

the heat flux across a unit trunk surface at height z is given by:

F (z) =
√
ρstemcstemkTAT cos

(
ωt+ φT +

π

4

)
(D.3)

where kT (W m−1 K−1) is the thermal conductivity of the stems and φT is the phase

angle of the diurnal cycle of T . As Tveg was not measured, is was assumed that it was

equal to Ta. For those cases where no measurements of Ta under the canopy were

available, the Ta measured above the canopy was used. Under the assumption that

the variation of F with height is negligible the change of heat storage in the trunk

has been calculated as:

Jstem = F TAI (D.4)

where TAI (-) is the tree area index.

If no specific measurements were available, the mass of the tree stems has been

calculated using the volumes and the specific mass of the stems. The mass of the

branches and leaves was estimated as a fraction of the stem biomass. The specific
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Table D.1: Constants to calculate stem volume Vstem , density of fresh and dry wood,

ρstem and biomass of branches and leaves as percentage of stem biomass,Mstem for different

species.

Species constants of Vstem ρstem (kg m−3) % of Mstem

a1 a2 a3 fresh dry branches leaves

Scots pine 0.0724 1.933 0.859 700-850 510 11.4 4.3

Japanese larch 0.0546 1.909 0.979 850 590 10.7 2.5

Poplar 0.0463 1.789 1.106 880 450 8.6 1.8

Beech 0.0492 1.843 1.055 960 700 25.4 1.2

American oak 0.0578 1.845 1.008 900-1150 - 44.1 3.6

Inland oak 0.0519 1.861 1.039 1000 - 28.3 2.8

Birch 0.0674 1.712 1.060 - - 11.0 3.7

heat of the stems was estimated as the weighted average of the specific heat of dry

wood and water and adding a correction for heat of wetting hygroscopic material

(Moore, 1986). The relation of Skaar (1972) c0 = 4.85T + 1113 (J kg−1K−1) for the

specific heat of cellulose was used for that of dry wood. The thermal conductivity

kT of the stems was calculated applying (Siau, 1971):

kT = [ρstem(2.0 + 5.5θstem) + 238] · 10−4 (D.5)

where θstem (m3 m−3) is the moisture content of the stem.

To estimate the stem volumes Vstem (m3) the allometric functions of Dik (1990)

and Dik (1996) were used:

Vstem = a1D
a2
BH za3tree (D.6)

where a1, a2 and a3 are tree species specific constants, DBH (cm) is the diameter at

breast height, ztree (m) the tree height. The values of a1, a2 and a3 for the main tree

species of this study are given in Table D.1.

The density of the stems is taken from Laming et al. (1978). Estimates of the

percentage biomass of branches and leaves are from Cannell (1982).

For the pine trees at the Loobos site specific measurements were available and

allometric relations for the dry weight of the biomass MX (kg) were derived, using

the same type of model as for Vstem:

MX = a1D
a2
BH za3tree (D.7)

In Table D.2 the values of the constants to estimate the dry weight of the biomass

are shown.

For beech the allometric relations found by Bartelink (1998) for the central part

of the Netherlands have been used (see Table D.3).
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Table D.2: Parameters for the allometric relations between the dry biomass MX (kg) of

leaves, branches and stems for Scots pine.

a1 a2 a3

Leaves 0.0178 3.889 –2.575

Branches 0.0269 4.439 -3.053

Stems 0.0322 1.726 1.099

Table D.3: Parameters for the allometric relations between the dry biomass MX (kg) of

leaves, branches and stems for beech.

a1 a2 a3

Leaves 0.0167 2.951 -1.101

Branches 0.0114 3.682 -1.031

Stem 0.0109 1.951 1.262

For American oak at the Edesebos site a specific estimation of the total biomass

has been derived during an earlier study by Hendriks et al. (1990), and this estimate

of the total biomass has also been used for this study. The volume of twigs and

branches with a diameter less than 5 cm was estimated as 15% of the volume of the

stem and branches greater than 5 cm. The wet biomass including small branches and

twigs was estimated in 1988 as 19.7 kg m−2 and in 1989 as 20.9 kg m−2.





Appendix E

Soil water availability

Table E.1: Soil water content θ (m3 m−3) for different soil water pressures ψ (Pa) at

different soil depths at the different forest sites. The negative depth at the Edesebos site

indicates that the sample is taken in litter layer. *) At the Bankenbos site the second sample

at z = 0.94 m has a high loam content.

Site Depth θ (m3 m−3 )

(m) |ψ| = 101.5 = 101.7 = 102.1 = 103.3 = 104.2

Bankenbos 0.14 0.48 0.44 0.32 0.07 0.02

Forest: larch 0.36 0.35 0.30 0.18 0.03 0.01

Soil: loamy 0.60 0.30 0.23 0.08 0.01 0.01

sand 0.94 0.27 0.23 0.12 0.01 0.01

0.94∗ 0.29 0.28 0.25 0.17 0.13

Edesebos -0.03 0.50 0.42 0.25 0.03 0.01

Forest: oak 0.15 0.32 0.25 0.14 0.02 0.01

Soil: loamy 0.37 0.20 0.12 0.03 0.00 0.00

sand 0.55 0.25 0.20 0.11 0.01 0.00

1.00 0.14 0.11 0.07 0.02 0.01

Fleditebos 0.07 0.46 0.43 0.37 0.25 0.18

Forest: poplar 0.40 0.43 0.42 0.38 0.29 0.24

Soil: clay 0.66 0.52 0.51 0.48 0.39 0.34

0.74 0.62 0.62 0.61 0.57 0.54

Kampina 0.07 0.40 0.35 0.24 0.05 0.02

Forest: mixed 0.34 0.39 0.37 0.19 0.12 0.07

Soil: sand 0.54 0.33 0.31 0.16 0.01 0.01

Loobos 0.14 0.35 0.21 0.04 0.01 0.01

Forest: pine 0.54 0.35 0.20 0.02 0.01 0.01

Soil: sand





Appendix F

Small scale spatial variability in storage
capacity of intercepted water

The year to year changes in LAI and cveg for a specific site are relatively small if

compared to the variation in C. The use of the fixed throughfall buckets allows to

compare for each individual bucket the throughfall fraction Tf/P for the same tree

species with different VAI . At such a small spatial scale P and other meteorological

conditions can be assumed identical for each time step, differences in Tf/P between

the buckets can be attributed directly to differences in C and VAI . Fig. F.1 shows

the relation between VAI and Tf/P for each individual bucket at the pine forest of

the Loobos site. The results are based on the sum of Tf measured the week preceding

the date when the VAI measurements were made. Weekly P varied from 1.8 to 57

mm in this period.

For all weeks in the period December 1996 to December 1997 the regression results

Figure F.1: Weekly throughfall Tf measured at each bucket as a fraction of gross precipi-

tation P on a weekly basis depicted as a function of the vegetation area index (VAI). The

data are averaged values (with standard errors) over 12 weeks in the period of December

1996 to December 1997 for the pine stand at Loobos.
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(R2 = 0.61) are:
Tf
P

= 0.90− 0.099VAI (F.1)

For this site with its relatively low LAI , an almost similar relation can be obtained

by using the gap fraction instead of VAI . Plotting the interception loss Ei, i.e. P

minus Tf , shows slightly more scatter (R2 = 0.46):

Ei = 2.44 + 2.13VAI (F.2)

In all cases drip points show up as outliers. At these drip points sometimes the

throughfall exceeded the gross precipitation amount resulting in a negative intercep-

tion loss as is observed by many other studies (e.g. Lloyd and Marques, 1988). The

slope of the regression line and the variance explained (R2 = 0.19) reduces for high

values of P e.g. for P > 40 mm:

Tf
P

= 0.88− 0.051VAI (F.3)

This change in the relationship may be explained as at high rainfall intensities the

influence of the amount of water intercepted by the leaves and eventually evaporated

will be relatively small. At the same time the amount of water falling freely to the

soil surface and the water dripping from the leaves will be relatively large. These two

effects combined reduce the differences in water retention between the covered and

non-covered areas and at the same time increase the relative effects of drip points.

At the poplar forest of the Fleditebos site the canopy varies from an almost closed

cover in summer to bare in winter. This change in leaf area gives a negative correlation

in summer; similar to the pine forest, but for the winter period the correlation between

Tf/P and VAI is positive (see Fig. F.2).

This positive correlation during the non-foliated period of the trees is caused by

the VAI that is measured, representing the amount of branches above the bucket

during this period. The bare branches do not block the throughfall as in the sum-

mer period, but enhance throughfall by functioning as drip points. These data of

the poplar forest show that Ei in winter even for deciduous trees are an important

component of the water balance (10 - 20% of P ).

The change in the direction of slope over the year may be explained by the smaller

branches and twigs acting as preferential flow paths towards drip points during the

non-foliated period. However, the wide scatter (R2 = 0.09− 0.16) for the individual

dates especially during the leaf bearing period seems to point to the conclusion that at

least at this deciduous site there is no clear simple relation between the leaf area and

C at this spatial and temporal scale. In contrast, at the pine forest of the Loobos site,

changes in VAI or cveg have a linear effect on Tf/P and thus on C. This relationship
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Figure F.2: Weekly throughfall Tf measured at each bucket as a fraction of gross pre-

cipitation P on a weekly basis as a function of the vegetation area index VAI . The data

are averaged values for 3 periods of 1, 2 and 1 week in 1997 for the poplar forest at the

Fleditebos site.

makes it possible to extrapolate the results of the pine forest to different sites with

approximately the same tree characteristics (tree height and crown diameter), but

with different VAI or cveg.





Summary

Water use of forests in the Netherlands

Introduction

This thesis analyses the water use of five different forest types in the Netherlands.

The main question leading to the present PhD thesis was: “What is the difference

in water use between different tree species in the Netherlands?”. This question was

divided into the following three underlying research questions:

• “What are the main processes controlling the magnitude of the different com-

ponents of the water balance of forested areas in the Netherlands?”;

• “What are the controlling parameters of these processes and are they related

to tree species?”;

• “Will this knowledge be of added value to predict effects of different tree species

on the water balance?”.

Theory of forest evaporation

Evaporation is arguably the component of the water balance with the highest

uncertainty. To improve on this uncertainty the main focus of this study is on the

processes that govern the evaporation rate of forests. Two main conditions are distin-

guished: the evaporation from a wet canopy and the evaporation from a dry canopy.

As the controls of the evaporation rate are different for these conditions, they are

discussed in separate chapters: Chapter 7 “Dry canopy evaporation” and Chapter

8 “Wet canopy evaporation”. The theory and equations governing the water and

energy flow of a forested plot are introduced in Chapter 2 “Theory of forest evap-

oration”. The theory and equations provide the basis for the parametrizations of a

numerical model. In the subsequent Chapters, the concepts behind these equations
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are evaluated to determine possible conceptual improvements to simulate the effects

of land-use changes on the water balance.

Characteristics of the research sites

For this thesis an extensive amount of data has been collected at five different

forest sites in the Netherlands, i.e. Bankenbos, Edesebos, Fleditebos, Kampina and

Loobos (see Fig. 3.1). A detailed description including most of the parameters rep-

resenting the characteristics of the vegetation and the soil at these sites is provided

in Chapter 3. Table UK.1 provides an overview of the forest characteristics at the

different sites.

The two forest stands with the most pronounced differences in their site charac-

teristics are the Loobos site with a stand of pine trees on sand soil and the Fleditebos

site with a stand of poplar trees on a clay soil. The differences in soil type together

with the low groundwater table at Loobos and the relatively high groundwater table

at Fleditebos also create large variety in hydrological conditions between these two

sites.

The differences in maximum total LAI between the sites is mainly based both on

the differences between broad leaved and needle leaved tree species (see Table 3.16)

and on the timing of the peaks in LAI of the undergrowth and the trees (see e.g.

Fig. 3.13). Both at the Fleditebos site as well as at the Loobos site the LAI of the

undergrowth reached almost the same maximum LAI (m2 m−2) as the trees at the

specific sites. The largest variation in total LAI was found for the poplar stand at the

Fleditebos site, while the larch stand at the Bankenbos site showed the least amount

of variation in LAI .

Comparison of the groundwater table depths with the rooting depths at the dif-

ferent sites (see Fig. 3.24), shows that deep groundwater tables coincide with deep

rooting depths and vice versa.

If the water holding capacityW at the start of a drought is defined as the difference

in soil water content at a pressure ψ = −102.1 Pa (i.e. pF 2.1) and ψ = −104.2 Pa (i.e.

pF 4.2), Table 3.16 shows that, except for the Loobos site, the amount of soil water

easily extractable for evaporation is 87.8 mm on average. If it is assumed that there

is no additional soil water available by lateral or vertical transport, the maximum

amount of soil water available for evaporation is greatest at the mixed forest stand

of the Kampina site. Even with the deepest roots of all sites, the maximum amount

of available soil water at the pine stand of the Loobos site is very low, i.e. 20.8 mm.

This low amount of available soil water implies that in principle the vegetation at

the Loobos site is most prone to water stress, especially if the roots are not close to

the groundwater table.
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Table UK.1: Vegetation characteristics near the observation towers at the sites. All

values are average values for the stand. If available, the standard deviation is given between

brackets. The tree heights ztree are given at the start as well as at the end of the observation

period. All other characteristics have been averaged over this observation period.

Banken-

bos

Edesebos Fledite-

bos

Kampina Loobos

Tree species Larch Oak Poplar Mixed

decidu-

ous and

coniferous

Scots pine

Undergrowth Purple

moor

grass

Bare soil

and some

regrowth

of oak

Stinging

nettle,

cleavers

and grass

Purple

moor

grass

Grass

Planting date 1944 1985 1890,1930 1904

Observation period 1995-1997 1988-1989 1995-1998 1996-1998 1995-1998

Tree density 300 600 440 310 403

(tree ha−1)

Tree height 22.0-23.4 17.1-17.4 16.2-18.7 16.6-17.0 15.3-15.7

(m) (1.5) (n.a.) (0.5) (4.1) (2.0)

DBH 0.29 n.a. 0.24 0.26 0.25

(m) (0.04) (0.02) (0.12) (0.05)

Projected crown

area

35 (11) n.a. 20 (4) 40 (28) 21 (10)

(m2 tree−1)

Crown base 14.7 (1.5) n.a. 8.7 (0.8) 7.1 (3.8) 9.5 (1.6)

(m)

LAI tree (-) max. 1.8 4.9 3.7 3.8 1.9

Canopy cover frac-

tion (-) max./min.

0.6/0.4 0.69/0.2 0.8/0.2 0.95/0.45 0.7/0.55

LAI under (-) max. - - 4 1.3 1.5

Hydro-meteorological measurements at the sites

All sites, except for the oak stand at Edesebos had the same general set-up with

some minor differences depending on the specific site. This set-up is discussed in

Chapter 4 and consisted of a scaffolding tower with an extendable mast mounted at

the top. On top of this mast a 3D sonic anemometer and a Krypton hygrometer were

mounted. These were used to derive the latent and sensible heat fluxes using eddy

correlation techniques. To measure the carbon flux, at the pine stand the inlet of an

infra-red gas-analyser was added next to the hygrometer in 1996. In 2000 this closed
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path system and hygrometer were replaced by an open path sensor measuring water

vapour and carbon dioxide. An automatic weather station measuring wind speed,

wind direction, temperature, humidity, incoming and outgoing long and short wave

radiation was set up on the scaffolding tower. Here, also a tipping bucket rain gauge

was mounted. In addition there was a tipping bucket installed in an open space

nearby. Under the canopy the throughfall was measured using 36 manual gauges as

well as a tipping bucket rain gauge at the end of an approximately 10 meter long

trough. Stemflow was measured from 6 trees on a weekly basis. The soil heat flux

was measured using 4 flux plates in combination with 2 temperature/soil moisture

profiles. All data were stored at 30 minute intervals, except for the tipping bucket

rain gauges for which a 5 minute interval was used.

At the Edesebos site in the oak stand a Bowen ratio system was used instead of

an eddy correlation system. The Bowen ratio was measured using the Thermometer

Interchange System. Most of the other measurements were set-up similar to those at

the other sites.

In 1997 two special campaigns for a duration of several months were held. During

these campaigns additional measurements were made below the canopy of the poplar

stand and of the pine stand. For this an eddy-correlation system was set-up similarly

to the one used above the canopy and in combination with measurements of air

temperature, humidity and net radiation.

The data used for this thesis concern the years 1988, 1989 for the oak stand at

the Edesebos site and the years 1995, 1996, 1997 and 1998 for the other sites. The

longest time series used are the data from 1995 to 2009 of the pine stand at the

Loobos site.

Quality control of the flux measurements

As the fetch conditions of the site determine the location and the magnitude of

the contribution of the sources upwind of the flux sensor an estimation is made of

the length of the fetch. The length of the fetch together with the quality assessment

of the measurements are discussed in Chapter 5.

After storing all data in a database a quality check was performed (see Fig. 6.1).

Flags were used to distinguish between time slots with missing data, data accepted

as good data and data of questionable quality. The accepted data were then used to

derive relations between different variables. Based on these relationships synthetic

data were produced.

The data marked as questionable were compared with the synthetic data, checked

for consistency in the time series and their quality check flags were checked. The

original measurement was accepted if it complied to three conditions:

• Firstly, the measured data did not cause any inconsistency in the time series.
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• Secondly, the synthetic and measured data did not differ much.

• Thirdly, the reason(s) the flag(s) were set could be considered as a warning

instead of an error.

If the data did not comply to these conditions, the measurement was qualified as

unreliable and the data were rejected.

Analysis of the fetch conditions (see Table 5.1) shows that for the major wind

direction at all sites the origin of the maximum flux is well within the footprint

area of the towers. The Loobos site and the Fleditebos site may be considered most

homogeneous for all wind directions.

From the comparison with the full rotation corrections it followed, that the influ-

ence of the omission of the rotations on λE is negligible, i.e. well below 5%.

The relatively good closure of the energy balance based on daily values (see Fig.

5.3), as well as the good resemblance of the measured and modelled co-spectra of

w′κ′ (see Fig. 5.2) give confidence to the quality of λE. The fact that the closure

of the energy balance for 30 minute data is less good, i.e. > 80%, indicates that a

large part of the uncertainty is in the estimates of the heat storage in both the soil

and biomass.

If closure of the energy balance is used as an estimate of the uncertainty of the

measurement, λE derived in this study using an eddy-correlation system is in sum-

mer time better than 5% and in winter time better than 15% for the Bankenbos,

Fleditebos and Loobos sites. For the Kampina site the percentage of energy balance

closure in summer time is less good, i.e. the uncertainty is better than 15%.

The uncertainty in λE when using a Bowen ratio system is estimated for day

time values on a clear day in summer as 10%, and for a dry day in spring with low

humidity differences as 20%.

The analysis of the behaviour of the measured wind components with the sonic

anemometer showed the little effect of rain on the performance of this sensor. Also

the limited number of available data from the open path Krypton hygrometer at the

Fleditebos site under wet conditions, showed a reasonably good closure of the energy

balance i.e. better than 80% (see Fig. 5.6), as well as a reasonably good agreement

with the modelled spectra (see Fig. 5.5).

These findings demonstrate the good performance of the sonic anemometer and

hence the relatively good estimates of H under wet conditions. The associated un-

certainty in λE based on the percentage of energy balance closure is better than

20%.
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Gap filling to generate continuous datasets

Long term measurements rarely produce continuous records. Gaps in the data

series may be caused by instrumental failure such as power breaks or because data are

deemed to be of insufficient quality. However, continuous data sets are of paramount

importance in modelling studies and interpreting measurements of different sites.

Sometimes the data gaps in this study were biased towards certain meteorological

conditions. For example a number of sensors tended to work less well under wet

conditions. In the Netherlands wet conditions are in winter and summer often as-

sociated with specific wind directions. If this bias was not taken into account and

relations derived for dry periods were used to replace missing data in wet periods,

serious biases could be obtained.

To provide an unbiased method for filling data gaps, the capabilities of a neural

network were explored in Chapter 6. Results showed that for data, such as tem-

perature or specific humidity, gap filling could be much improved by including nodes

representing the seasonal and diurnal cycle or by including measurements of the same

variable measured by a different instrument at the same or at an other site. A dis-

tinct advantage of a neural network in gap filling is that it is not necessary to make

assumptions about a physical relation between variables. For short time steps as

used for this study, care should be exercised when only variables of different sites are

used to feed the network. Because a neural network makes no assumptions about the

physical relations between the variables the results are as good (or bad) as the data

used to train the network.

Dry canopy evaporation

Chapter 7 describes the variation in parameter values determining the transpi-

ration rate for five typical forests in the Netherlands and the contribution of the

understorey for two of these forest stands. The main objective is to improve our un-

derstanding of the processes determining the transpiration rate of forest, with special

attention to the differences between stands with different tree species and the con-

tribution of the understorey. In view of the expected increasing frequency of periods

of prolonged droughts, special attention is paid to the root water uptake and the

parametrization of water stress. For the two sites with more abundant undergrowth

an attempt is made to separate the evaporation rate of the understorey and the

trees. To explain the variation in evaporation between years and between sites the

Jarvis-Stewart parametrization using a sparse canopy single and dual source model

is optimized for different periods.

The main driver for surface conductance gs at all sites was vapour pressure deficit

eD. Although a parabolic response function was used for the temperature relationship

of gs, this relationship was not well established at the lower air temperature Ta range.
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At lower temperatures i.e. below the optimum air temperature there was no clear

reduction of gs found for these sites at a mid latitude location. This behaviour may

be caused by the fact that at lower Ta at these sites the dew on the undergrowth

never completely disappeared.

This unclear relationship of gs at lower Ta and the strong correlation between Ta
and eD for higher Ta makes the temperature relationship of gs redundant.

Hence, in view of the limited variation between the sites, the parameter values

for gs as f(Ta) may be set to a fixed value. Based on the improved R2 for almost all

years at the different sites after setting f(Ta) = 1, it is recommended to use f(Ta) = 1

for all forests sites in the Netherlands.

The low sensitivity of the forests to θD shows that these forests are not very

sensitive to the range of changes in soil water experienced during this study. Whether

these forests are sensitive to more severe droughts cannot be concluded from the

present data sets. The proposed soil water stress model including a separate soil

water feedback from deep soil layers, worked well for the conditions of this study, but

needs to be tested for more extreme dry conditions.

The important contribution of the undergrowth to total evaporation rate ETot

has been demonstrated for 2 forest sites in The Netherlands, i.e. the pine forest with

its undergrowth mainly consisting of grass at the Loobos site and the poplar forest

with its undergrowth mixture of grass, nettle and cleavers at the Fleditebos site (see

Fig. 7.12). The contribution of undergrowth evaporation to total evaporation varied

at the poplar forest of the Fleditebos site between 0.25 and 1.0, and at the pine forest

of the Loobos site between 0.10 and 0.20.

The results of the tree evaporation when applying the dual source model compared

well (see Table 7.9) with the sapflow measurements at the Loobos site. The over-

estimation of the simulated undergrowth evaporation ELow was most likely because

of the limited data set being used for the derivation of the parameter set of Table

7.8. Such datasets are still limited. More extensive datasets will help to decrease the

uncertainty in the modelled undergrowth evaporation rate.

Wet canopy evaporation

Chapter 8 discusses the main parameters determining the amount of precipitation

stored on the vegetation and subsequently evaporated. Attempts have been made to

improve the estimates of wet evaporation Ei and canopy water storage C, two of the

most important parameters to simulate interception loss.

Measurements show that both the roughness length for heat z0H and for momen-

tum z0M are subject to changes under wet conditions. Use of a value for kB−1 = 1.0

to express the ratio between the aerodynamic resistance for heat and momentum (see

Eq. 2.67) seems more appropriate for the pine forest of this study. The magnitude
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of kB−1 differs per site, is generally higher for the winter period, and is different for

wet and dry periods. Only for relatively rare occasions kB−1 approached zero under

wet conditions. These events were associated with large storms. Based on the data

available for this study as a rule of thumb kB−1 = 1.0− 1.5 may be used for needle

leaf forests and kB−1 = 3.0 − 4.0 in summer and kB−1 = 5.0 − 6.0 in winter for

broad leaf deciduous forests (see Table 8.1).

Estimates of the evaporation rate E during wet conditions based on regression

analysis using measured throughfall Tf , stemflow Sf and precipitation P are approx-

imately twice as high as E derived from the energy balance closure during showers.

Possible causes for these differences are the systematic underestimation of measured

P , but also the hourly data not taking into account the drip that occurs after the

end of the time step. For event based data the use of measured Tf implicitly includes

the amount of water left on the leaves at the end of the shower and thus also the

relatively high E after the shower has ceased (see Fig. 8.4).

The fact that events without E are very rare or non-existent is the main cause

for the often low values of C found when using techniques based on the method of

Leyton et al. (1967). Using the sparse canopy model of Gash et al. (1995) and E

derived from the energy balance closure to calculate C gives values 3 times higher

as compared to using the method of Leyton. The largest differences occur especially

during the winter months. The relatively good modelling results obtained with the

Gash model using different parameter sets for the same location, exhibit the trade-off

between C and E.

Fixed parameter values can decrease the model’s daily performance considerably.

For the Edesebos site this was mainly caused by differences in C.

Using site and tree specific kB−1 values in combination with C per unit canopy

cover, will improve the general applicability of the interception models. The presented

kB−1 and C values may well be used for similar forests under approximately the same

conditions. More experimental data however will be needed to enable parametrization

of the differences between sites, before the present results can be generally applied

to regions with different climatic conditions.

Epilogue

To improve estimates of the actual evaporation of forests a five step approach is

suggested in Chapter 9. An important part of this approach is the implementation

of direct measurement of the actual evaporation rate at strategic sites for process

understanding and verification purposes. Especially the real time use for verification

is recommended during extreme conditions, such as droughts.

For future research related to the water use of forests there are two main chal-

lenges. The first is related to the increased risk of droughts and the effect of lowering
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groundwater tables on the physiology and water use of forests. The second research

challenge is related to the still often ignored contribution of the undergrowth to

the forest evaporation. To enable research in these directions, additional data sets

will be needed. These data sets should especially aim at representing the different

phenological phases of the vegetation and should include:

• Evaporation data sets of undergrowth,

• Evaporation and soil water data sets for forests under water stress.

Because of the strong link between transpiration and photosynthesis, the above

mentioned challenges are also important for the research on the carbon exchange of

forests.





Samenvatting

Watergebruik van bossen in Nederland

Inleiding

In dit proefschrift wordt het watergebruik van vijf verschillende bosopstanden

in Nederland geanalyseerd. De hoofdvraag en aanleiding voor het schrijven van dit

proefschrift was: “Wat is het verschil in watergebruik van verschillende boomsoorten

in Nederland?”. Deze vraag is onderverdeeld in de drie onderliggende onderzoeksvra-

gen:

• “Wat zijn de belangrijkste processen die de grootte van de verschillende water-

balanscomponenten van beboste gebieden in Nederland bepalen?”;

• “Welke parameters controleren deze processen en zijn deze gerelateerd aan de

boomsoorten?”;

• “Is deze kennis van toegevoegde waarde voor het voorspellen van de effecten

van verschillende boomsoorten op de water balans?”.

De theorie van de verdamping van bossen

Verdamping wordt vaak gezien als de component van de waterbalans met de hoog-

ste onzekerheid. Om deze onzekerheid te verminderen ligt de nadruk van deze studie

op de processen die bepalend zijn voor de verdampingssneheid van bossen. Er kun-

nen twee belangrijke condities onderscheiden worden: de verdamping die plaatsvindt

bij een natte kruin en de verdamping die plaatsvindt bij een droge kruin.

Aangezien de variabelen die de hoeveelheid verdamping bepalen verschillend zijn

voor de beide condities, worden ze in verschillende hoofdstukken besproken: Hoofd-

stuk 7 “Droge kruin verdamping” en Hoofdstuk 8 “Natte kruin verdamping”. De
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theorie en vergelijkingen die de water en energie stromen van een bosopstand bepalen

worden in Hoofdstuk 2 “De theorie van bosverdamping” besproken. Deze theorie en

vergelijkingen zijn tevens de basis voor de parameterisatie van een numeriek model.

Om te bepalen of er verbeteringen mogelijk zijn voor het simuleren van de effecten van

landgebruiksveranderingen op de waterbalans, worden in de volgende hoofdstukken

de concepten achter deze vergelijkingen geëvalueerd.

Kenmerken van de onderzoekslocaties

Voor dit proefschrift is een grote hoeveelheid data verzameld op vijf verschillende

boslocaties in Nederland: Bankenbos, Edesebos, Fleditebos, Kampina en Loobos

(zie Fig. 3.1). Een gedetailleerde beschrijving, inclusief de meeste parameters die

de vegetatie - en bodemkarakateristieken van de sites beschrijven, wordt gegeven in

Hoofdstuk 3. Tabel NL.1 geeft een overzicht van de kenmerken van het bos op de

verschillende sites.

De twee bosopstanden met de meest uitgesproken verschillen in hun locatieken-

merken zijn de Loobos locatie met een opstand van dennebomen op een zandgrond

en de Fleditebos locatie met een opstand van populieren op een kleibodem. De ver-

schillen in bodemtype samen met de lage grondwaterstand van het Loobos en de

relatieve hoge grondwaterstand van het Fleditebos creëeren tevens grote verschillen

in de hydrologische condities tussen de twee locaties.

De verschillen in maximale totale LAI tussen de locaties zijn hoofdzakelijk gebaseerd

op zowel de verschillen tussen loof- en naaldboomsoorten (zie Tabel 3.16) als op de

tijdstippen dat de LAI van de ondergroei en de bomen maximaal is (zie bijvoorbeeld

Fig. 3.13). Zowel op de Fleditebos locatie als op Loobos locatie bereikt de LAI van de

ondergroei bijna de zelfde maximum LAI (m2 m−2) als de bomen op de betreffende

locaties. De populierenopstand van de Fleditebos locatie heeft de grootste variatie

in de totale LAI , terwijl de lariksopstand van de Bankenboslocatie de minste variatie

in LAI heeft.

Vergelijking van de grondwaterstanden met de worteldiepten op de verschillende

locaties (zie Fig. 3.24), laat zien dat de diepste grondwaterstanden samenvallen met

de grootste worteldiepten en vice versa.

Indien het vochthoudendvermogen W aan het begin van een droge periode wordt

gedefinieerd als het verschil in bodemvocht bij een druk ψ = −102.1 Pa (= pF 2.1)

en ψ = −104.2 Pa (= pF 4.2), dan laat Tabel 3.16 zien, dat behalve voor de Loobos

locatie, de hoeveelheid bodemvocht beschikbaar voor verdamping gemiddeld 87.8 mm

is. Indien wordt aangenomen dat er geen additioneel water via lateraal of vertikaal

transport aanwezig is, dan is de hoeveelheid beschikbaar vocht voor verdamping het

grootst voor de gemengde bosopstand van de Kampina site. Zelfs met de grootste

bewortelingsdiepte van alle locaties, is de hoeveelheid beschikbaar bodemvocht van
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Table NL.1: De vegetatiekenmerken in de nabije omgeving van de meettorens op de ver-

schillende locaties. Alle waarden zijn gemiddelde waarden voor de opstand. De standaard-

deviatie wordt, indien beschikbaar, tussen haakjes weergegeven. De boomhoogte ztree wordt

zowel voor het begin als voor het einde van de meetperiode gegeven. Alle andere kenmerken

zijn gemiddeld over de meetperiode.

Banken-

bos

Edesebos Fledite-

bos

Kampina Loobos

Boom soorten Lariks Eik Populier Gemengd

loof- en

naaldhout

Grove den

Ondergroei Pijpe-

strootje

Kale

grond

en enige

hergroei

van eik

Brand-

netels,

kleefkruid

en gras

Pijpe-

strootje

Bochtige

smele

Plant datum 1944 1985 1890,1930 1904

Observatie periode 1995-1997 1988-1989 1995-1998 1996-1998 1995-1998

Boom dichtheid 300 600 440 310 403

(boom ha−1)

Boom hoogte 22.0-23.4 17.1-17.4 16.2-18.7 16.6-17.0 15.3-15.7

(m) (1.5) (n.a.) (0.5) (4.1) (2.0)

DBH 0.29 n.a. 0.24 0.26 0.25

(m) (0.04) (0.02) (0.12) (0.05)

Geprojecteerd

kruin opp.

35 (11) n.a. 20 (4) 40 (28) 21 (10)

(m2 boom−1)

Basis van de kruin 14.7 (1.5) n.a. 8.7 (0.8) 7.1 (3.8) 9.5 (1.6)

(m)

LAI boom (-) max. 1.8 4.9 3.7 3.8 1.9

Kruin fractie (-)

max./min.

0.6/0.4 0.69/0.2 0.8/0.2 0.95/0.45 0.7/0.55

LAI onder (-) max. - - 4 1.3 1.5

de dennenopstand op de Looboslocatie erg klein, 20.8 mm.

Deze kleine hoeveelheid beschikbaar bodemvocht impliceert dat de vegetatie op de

Loobos locatie in principe het meest gevoelig is voor watertekorten, speciaal wanneer

de wortels niet dicht in de buurt zijn van het grondwater.

Hydro-meteorologische metingen op de locaties

Alle gebruikte meetlocaties, op de eikenopstand van de Edesebos locatie na, had-

den dezelfde meetopstelling met slechts enkele kleine verschillen afhankelijk van de



224 Samenvatting

specifieke locatie. Deze opstelling is besproken in Hoofdstuk 4 en bestaat uit een

steigertoren met een uitschuifbare mast, gemonteerd bovenop de toren. Bovenaan

deze uitschuifbare mast zijn een 3D sonische anemometer en een Krypton hygrom-

eter geplaatst. Deze instrumenten werden gebruikt om, met gebruik van de eddy-

correlatietechniek, de latente en voelbare warmtestroom te bepalen. Om de kool-

stofdioxide uitwisseling van de dennenopstand te meten is in 1996 de inlaat voor een

instrument dat op basis van infrarood de waterdamp- en kooldioxideconcentratie meet

naast de hygrometer geplaatst. In 2000 zijn dit gesloten pad systeem en de hygrom-

eter vervangen door een open pad systeem. Aan de bovenkant van de steigertoren

was een automatisch weerstation geplaatst dat de windsnelheid, windrichting, tem-

peratuur, luchtvochtigheid, inkomende en uitgaande lange en korte golfstraling meet.

Hier was ook een “tipping bucket” regenmeter geplaatst. Daarnaast was er een zelfde

type regenmeter op een dichtbij zijnde open plek gëınstalleerd. Onder de boomkruin

is de doorval gemeten met behulp van 36 handregenmeters en ook automatisch, met

een “tipping bucket” regenmeter die geplaatst was aan het eind van een ongeveer 10

meter lange goot. De stamafvoer van 6 bomen is gemeten op een wekelijkse basis.

De bodemwarmtestroom is gemeten met gebruik van 4 bodemwarmtestroomplaten in

combinatie met 2 temperatuur- en bodemvochtprofielen. Alle gegevens zijn opgesla-

gen met een interval van 30 minuten, behalve die van de “tipping bucket” regenmeter.

Deze gegevens zijn met een interval van 5 minuten opgeslagen.

In de eikenopstand van de Edesebos locatie is in plaats van een eddy-correlatie-

systeem een Bowen ratio systeem gebruikt. De Bowen ratio is gemeten met behulp

van een “Thermometer Interchange System”. De meeste van de andere metingen zijn

op dezelfde manier opgezet als bij de andere locaties.

In 1997 zijn twee speciale meetcampagnes uitgevoerd voor de duur van een paar

maanden. Hierbij zijn additionele metingen onder de kruin gedaan bij de pop-

ulierenopstand en bij de dennenopstand. Voor deze meetcampagnes is een eddy-

correlatie systeem gebruikt, identiek aan het systeem boven de kruin, samen met

metingen van de luchttemperatuur, -vochtigheid en netto straling.

De gegevens die voor dit proefschrift zijn gebruikt betreffen de jaren 1988, 1989

voor de eikenopstand van de Edesebos locatie en de jaren 1995, 1996, 1997 en

1998 voor de andere plaatsen. De langste gegevensreeks die gebruikt is betreffen

de gegevens vanaf 1995 tot 2009 van de dennenopstand van de Loobos locatie.

Kwaliteitscontrole van de flux metingen

Aangezien de terreincondities van het aanstroomgebied bovenwinds van de meet-

sensor de plaats en de sterkte van de bijdrage van de bronnen bepalen, is een schatting

gemaakt van de lengte van het aanstroomgebied. Deze aanstroomlengte wordt samen

met de kwaliteitsbeoordeling van de metingen besproken in Hoofdstuk 5.
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Na het opslaan van alle gegevens in een database, is een kwaliteitscontrole uitgevo-

erd (zie Fig. 6.1). Om onderscheid te kunnen maken tussen records met ontbrekende

gegevens, gegevens van goede kwaliteit en gegevens van twijfelachtige kwaliteit, zijn

vlaggen gebruikt. De goedgekeurde gegevens zijn daarna gebruikt om empirische

relaties tussen verschillende variabelen af te leiden. Op basis van deze relaties zijn

synthetische gegevens geproduceerd.

De bestanden met gegevens waarvan de kwaliteit als twijfelachtig gevlagd was, zijn

vervolgens vergeleken met de synthetische gegevens, gecontroleerd op consistentie in

de tijd en gecontroleerd op de oorzaak van het vlaggen van de gegevens. De originele

meting is daarna goedgekeurd indien die aan drie condities voldeed:

• Ten eerste, de gemeten gegevens veroorzaakt geen inconsistentie in de tijdreeks.

• Ten tweede, de synthetische en gemeten gegevens verschilden weinig.

• Ten derde, de reden dat de vlag werd geplaatst kon als waarschuwing in plaats

van als een fout worden beschouwd.

Indien de gegevens niet aan deze voorwaarden voldeden, werd de meting als onbe-

trouwbaar gekwalificeerd en zijn de gegevens niet in de verdere analyse meegenomen.

De analyse van de aanstroomcondities (zie Table 5.1) laat zien dat voor de belan-

grijkste windrichting bij alle locaties de oorsprong van de maximumstroomdichtheid

ruim binnen het gebied van de voetafdruk van de meettorens ligt. De Loobos locatie

en de Fleditebos locatie kunnen voor alle windrichtingen als het meest homogeen

worden beschouwd.

Op basis van de vergelijking met de volledige rotatiecorrecties is geconcludeerd

dat de invloed van het niet toepassen van de rotaties op λE te verwaarlozen is,

namelijk minder dan 5%.

De relatief goede sluiting van de energiebalans, gebaseerd op dagelijkse totalen (zie

Fig. 5.3), evenals de goede gelijkenis van de gemeten en gemodelleerde co-spectra van

w′κ′ (zie Fig. 5.2) geeft vertrouwen in de kwaliteit van λE. Het feit dat de sluiting

van de energiebalans voor 30 minuten gegevens minder goed is, te weten > 80%,

wijst erop dat een groot deel van de onzekerheid in de ramingen van de hitteopslag

in zowel de bodem als de biomassa zit.

Indien de sluiting van de energiebalans als schatting van de onzekerheid van de

meting wordt gebruikt, is λE, in deze studie bepaald met behulp van een eddy-

correlatie systeem, in de zomertijd beter dan 5% en in wintertijd beter dan 15%

voor de locaties Bankenbos, Fleditebos en Loobos. Voor de Kampina locatie is de

energiebalanssluiting in de zomertijd minder goed, d.w.z. de onzekerheid is beter dan

15%.
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Bij het gebruik van een Bowen ratio systeem wordt voor overdag de onzekerheid

in λE op een heldere dag in de zomer op 10% geschat, en voor een droge dag in de

lente met kleine veranderingen in luchtvochtigheid op 20%.

De analyse van de windcomponenten gemeten met de sonische anemometer toonde

het kleine effect van regen op de prestaties van deze sensor. Ook het beperkte aantal

beschikbare gegevens onder natte omstandigheden van de open pad Krypton hygrom-

eter op de Fleditebos locatie, toonde een redelijk goede sluiting van de energiebalans,

d.w.z. beter dan 80% (zie Fig. 5.6), en eveneens een redelijk goede overeenkomst

met de gemodelleerde spectra (zie Fig. 5.5).

Deze bevindingen tonen de goede prestaties van de sonische anemometer onder

natte omstandigheden aan en geven derhalve vertrouwen in de relatief goede schat-

tingen van H. De bijbehorende onzekerheid in λE, gebaseerd op het percentage van

de energiebalanssluiting, is beter dan 20%.

Gaten vullen voor het genereren van continue datasets

Lange termijn metingen produceren zelden ononderbroken gegevensreeksen. De

gaten in de gegevensreeksen kunnen veroorzaakt worden door bijvoorbeeld het uit-

vallen van instrumenten door stroomstoringen, of doordat de kwaliteit van de meet-

gegevens onvoldoende is. Nochtans zijn ononderbroken gegevensreeksen van kapitaal

belang in de modellering van studies en in het interpreteren van metingen, afkomstig

van verschillende locaties. Soms zijn de gaten in de gegevensreeksen in deze studie

bëınvloed door meteorologische condities. Bijvoorbeeld, een aantal sensoren werkten

minder goed onder natte omstandigheden. Natte omstandigheden zijn in Nederland

in zomer en winter meestal gekoppeld aan een specifieke windrichting. Als deze bias

niet in acht wordt genomen en de relaties die voor droge periodes zijn afgeleid, ge-

bruikt worden om ontbrekende gegevens tijdens natte periodes te vervangen, kunnen

grote afwijkingen worden verkregen.

Om een objectieve methode te gebruiken om ontbrekende gegevens aan te vullen,

werden in Hoofdstuk 6 de mogelijkheden onderzocht van een neuraal netwerk. De

resultaten toonden aan dat voor gegevens, zoals temperatuur of specifieke lucht-

vochtigheid, het aanvullen van ontbrekende gegevens veel zou kunnen worden verbe-

terd door knopen te introduceren die de seizoens- en dag-cyclus weergeven, of door

metingen van de zelfde variabele te gebruiken, die door een verschillend instrument

op dezelfde, of op een andere locatie is gemeten. Een ander voordeel van het gebruik

van een neuraal netwerk is, dat het niet noodzakelijk is om op voorhand aannames te

maken over een fysische relatie tussen de variabelen. Bij korte tijdstappen, zoals in

deze studie, dient zorgvuldigheid te worden betracht wanneer slechts de variabelen

van verschillende locaties worden gebruikt om het netwerk te voeden. Aangezien een

neuraal netwerk geen aannames over fysische relaties tussen de variabelen maakt, zijn
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de resultaten zo goed (of slecht) als de gegevens die worden gebruikt om het netwerk

te trainen.

Droge kruin verdamping

Hoofdstuk 7 beschrijft de variatie in parameterwaarden die de transpiratiesnelheid

bepalen voor vijf typisch Nederlandse bossen en tevens de bijdrage hieraan van de

ondergroei voor twee van deze bosopstanden. De belangrijkste doelstelling is om de

processen die de transpiratiesnelheid van een bos bepalen beter te leren begrijpen.

Dit met speciale aandacht voor de verschillen in transpiratie tussen bosopstanden met

verschillende boomsoorten, en voor de bijdrage van ondergroei. Gezien de verwachte

toename van het aantal en de duur van periodes met droogte, is speciale aandacht

besteed aan het begrijpen van de wateropname door de wortels en de modellering

van waterstress. Voor de twee plaatsen met overvloediger ondergroei is een poging

gedaan om de verdampingsnelheid van de ondergroei en die van de bomen te scheiden.

Om de variatie in verdamping tussen jaren en tussen locaties te verklaren, is het

Jarvis-Stewart model met een enkele open kruin en met een dubbele vegetatielaag

geoptimaliseerd voor verschillende periodes.

Op alle locaties was het dampspanningstekort eD de belangrijkste sturende vari-

abele voor het oppervlaktegeleidingsvermogen gs. Alhoewel een parabolische functie

is gebruikt voor de relatie tussen luchttemperatuur Ta en gs was deze relatie voor

lagere temperaturen Ta niet goed gedefinieerd. Bij temperaturen onder de optimale

luchttemperatuur, is voor deze locaties in een gematigd klimaat geen duidelijke ver-

laging van gs gevonden. Dit gedrag wordt vooral veroorzaakt doordat op deze locaties

bij lagere Ta de dauw op de ondergroei bijna nooit helemaal verdwijnt.

Deze onduidelijke relatie van gs bij lagere Ta en de sterke correlatie tussen Ta en

eD voor hogere Ta maakt de temperatuurafhankelijkheid van gs overbodig.

Op basis hiervan en in het licht van de beperkte variatie tussen de locaties, kan

de parameterwaarde voor de relatie gs =f(Ta) op een vaste waarde worden gezet. Op

basis van de hogere R2 die voor bijna alle jaren op de verschillende locaties werd

gevonden bij het gebruik van f(Ta) = 1, wordt aanbevolen om voor alle bossen in

Nederland f(Ta) = 1 te gebruiken.

De lage gevoeligheid van de bossen voor θD, toont aan dat deze bossen niet erg

gevoelig zijn voor veranderingen in de hoeveelheid bodemvocht zoals die zijn opge-

treden tijdens deze studie. Of deze bossen gevoelig zijn voor drogere omstandigheden

kan niet uit de huidige gegevens worden geconcludeerd. De voorgestelde model voor

bodemvochttekorten inclusief een aparte feedback voor het bodemvocht in diepere

bodemlagen, werkt goed voor de omstandigheden van deze studie, maar dient verder

getest te worden voor meer extreem droge omstandigheden.

Het belang van de bijdrage van de ondergroei aan de totale verdamping ETot is
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voor twee boslocaties in Nederland aangetoond: de dennenbos opstand van de Loobos

locatie met een ondergroei die voornamelijk uit gras bestaat en de populieren opstand

van de Fleditebos locatie met een ondergroei van een mengsel van gras, kleefkruid

en brandnetels (zie Fig. 7.12). De bijdrage van de verdamping van de ondergroei

aan de totale verdamping varieerde bij het populierenbos van de Fleditebos locatie

tussen 0.25 en 1.0, en voor het dennenbos van de Loobos locatie tussen 0.10 en 0.20.

De boomverdamping als resultaat van het “dual source”-model (twee-bronnen-

model) laat een goede vergelijking zien met de sapstroommetingen van de Loobos

locatie (zie Tabel 7.9). De overschatting van de gesimuleerde ondergroeiverdamping

ELow is waarschijnlijk het gevolg van de beperkte hoeveelheid gegevens die is gebruikt

voor de afleiding van de parameterwaarden in Tabel 7.8. Dergelijke data zijn nog

steeds beperkt beschikbaar. Meer en langere datasets zullen helpen de onzekerheid

te verminderen in de gemodelleerde verdampingssnelheid van de ondergroei.

Natte kruin verdamping

In Hoofdstuk 8 worden de belangrijkste parameters, die de hoeveelheid neerslag

dat door het blad wordt vastgehouden en daarna verdampt, besproken. Pogingen

zijn gedaan om de schattingen van de interceptie verdamping Ei en de kruinberging

C, twee van de belangrijkste parameters om het interceptieverlies te simuleren.

Metingen tonen aan dat zowel de ruwheidslengte voor warmte z0H als die voor mo-

mentum z0M onder natte omstandigheden anders zijn dan onder droge omstandighe-

den. Het gebruik van een waarde voor kB−1 = 1.0 voor de verhouding tussen de

aerodynamische weerstand voor warmte en momentum (Zie Eq. 2.67) lijkt goed

geschikt voor de dennenopstand van deze studie. De grootte van kB−1 verschilt per

locatie, is in het algemeen hoger voor de winterperiode en is verschillend voor natte

en droge omstandigheden. Onder natte omstandigheden benaderde kB−1 slechts

zelden nul. Dit laatste gebeurde vooral bij grote buien. Op basis van de beschikbare

gegevens van deze studie kan als vuistregel worden gehanteerd: kB−1 = 1.0−1.5 voor

naaldbossen en voor loofbossen kB−1 = 3.0 − 4.0 in de zomer en kB−1 = 5.0 − 6.0

in de winter (Zie Tabel 8.1).

Schattingen van de verdampingssnelheid E onder natte omstandigheden gebaseerd

op regressieanalyse van de gemeten doorval Tf , de stemflow Sf en de neerslag P zijn

ongeveer twee keer zo groot als E afgeleid van de energiebalanssluiting tijdens buien.

Mogelijke oorzaken hiervoor zijn: de systematische onderschatting van de gemeten

P , maar ook doordat bij uur gegevens geen rekening wordt gehouden met de neerslag

die na de betreffende tijdstap nog van het blad valt. Bij gegevens die gebaseerd zijn

op totalen van neerslagbuien wordt bij het gebruik van de gemeten Tf impliciet de

hoeveelheid water meegenomen die aan het eind van de bui op het blad achterblijft

en omvat dus ook de relatief hoge E die, nadat de bui is gestopt, plaatsvindt (zie
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Fig. 8.4).

Het feit dat neerslaggebeurtenissen waarbij geen verdamping E optreedt bijna

niet voorkomen, is de belangrijkste oorzaak voor de vaak lage waarden van de inter-

ceptieberging C bij het gebruik van technieken gebaseerd op de methode van Leyton

et al. (1967). Het gebruik van het niet gesloten kronendak-model van Gash et al.

(1995) in combinatie met de verdamping E afgeleid uit de energiebalanssluiting om

C te berekenen, geeft waarden die 3 keer zo hoog zijn dan wanneer de methode van

Leyton wordt gebruikt. Vooral tijdens de wintermaanden treden grote verschillen op.

De relatief goede modelresultaten verkregen met het Gash-model met behulp van ver-

schillende parameterssets voor dezelfde locatie, tonen de compenserende werking aan

tussen C en E.

Het gebruik van vaste parameterwaarden kan de dagelijkse modelresultaten aanzien-

lijk verslechteren. Voor de Edesebos locatie werd dit hoofdzakelijk veroorzaakt door

verschillen in C.

Het gebruik van lokatie en boom specifieke waarden voor kB−1 in combinatie

met C per eenheid kruinbedekking, zal in bijna alle gevallen de toepasbaarheid van

de interceptiemodellen verbeteren. De hier gpresenteerde waarden voor kB−1 en

C kunnen goed gebruikt worden voor vergelijkbare bossen met ongeveer dezelfde

meteorologische omstandigheden. Additionele experientele data zullen echter nodig

zijn om de verschillen tussen sites voldoende accuraat te kunnen parameteriseren,

voordat de huidige resultaten algemeen toepasbaarzijn voor gebieden met andere

klimatalogische omstandigheden.

Epiloog

Om de schattingen van de waterbalans te verbeteren is in Hoofdstuk 9 een vijf-

stappen plan voorgesteld. Een belangrijk onderdeel van deze aanpak is de inzet van

rechtstreekse metingen van de actuele verdamping op strategisch gekozen locaties.

Deze metingen kunnen gebruikt worden voor het verbeteren van onze proceskennis

en voor verificatie doeleinden. In het bijzonder wordt het gebruik aanbevolen voor

verificatie gedurende extreme condities, zoals droogte. Voor het toekomstig onder-

zoek gerelateerd aan het watergebruik van bossen, zijn er twee belangrijke uitdagin-

gen. De eerste is gerelateerd aan de toegenomen risico’s van droogtes en het effect

van dalende grondwaterstanden op de fysiologie en het waterverbruik van bossen.

De tweede onderzoeksuitdaging is gerelateerd aan de nog steeds vaak verwaarloosde

bijdrage van de ondergroei aan de totale bosverdamping. Om onderzoek in deze

richtingen mogelijk te maken zijn additionele datasets nodig. Deze datasets zouden

speciaal gericht moeten zijn op het goed weergeven van de verschillende fysiologische

stadia van de vegetatie en dienen in ieder geval de volgende elementen te bevatten:

• datasets van de verdamping van de ondergroei,
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• datasets van de verdamping en van de hoeveelheid bodemvocht van bossen die

watertekort hebben.

Vanwege het sterke verband tussen de transpiratie en de fotosynthese zijn de

bovenstaande onderwerpen ook van belang voor het onderzoek naar de koolsto-

fuitwisseling van bossen.
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List of main symbols used

The list of main symbols contains those symbols that are used regularly in the text.

Symbols not often used and specific for one chapter are defined at the first location

where they are being used in that chapter.

Symbol Description Units Dimensions

A Available energy flux density W m−2 M T−3

AT Amplitude of the soil tempera-

ture

K Θ

a Maximum interception loss mm L

b Reciprocal value of a mm−1 L−1

C,Cmax Actual and maximum water stor-

age on the vegetation or litter

layer on an areal basis

m L

Csoil Volumetric heat capacity of the

soil

J m−3 K−1 M L −1 T−2

Θ−1

cc, cveg Fraction of cloud cover, fraction

of canopy cover

- 1

cx Specific heat (x = p for air at

constant pressure, v for dry air

at constant volume, c for clay, o

for organic matter, q for quartz,

w for water, veg for vegetation)

J kg−1 K−1 L2 T−2 Θ−1
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Symbol Description Units Dimensions

D Canopy drip m s−1 L T−1

DBH (Tree) Diameter at Breast

Height

cm L

DT
′ Apparent diffusivity m 2 s−1 L2 T−1

d Displacement height m L

e, eD Vapour pressure of water, Deficit

of e

hPa M L−1 T−2

E Evaporation flux density kg m−2 s−1 M L−2 T−1

Ei Evaporation flux density of inter-

cepted water

kg m−2 s−1 M L−2 T−1

Flat Lateral advective energy flux

density

W m−2 M T−3

FA Photosynthesis flux density µmol CO2

m−2 s−1

mol L−2 T−1

G Soil heat flux density W m−2 M T−3

g Acceleration of gravity ms−2 L T−2

H Sensible heat flux density W m−2 M T−3

h Height m L

J Change in energy storage of the

vegetation and air per unit area

W m−2 M T−3

JX Change in storage (X = H of

sensible heat in the air, E of la-

tent heat in the air, veg of the

vegetation)

W m−2 M T−3

KX Turbulent exchange coefficient or

eddy diffusivities (X = E for

moisture, H for heat and M for

momentum)

m2 s−1 L2 T−1

k, ks Hydraulic conductivity, satu-

rated hydraulic conductivity

m s−1 L T−1

kT Thermal conductivity W m−1 K−1 M L T−3 Θ−1

L Monin-Obukhov scaling length m L

LAI Leaf Area Index m2 m−2 1

l Parameter Van Genuchten func-

tion

- 1
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Symbol Description Units Dimensions

m Parameter Van Genuchten func-

tion

- 1

Ntree Tree density ha−1 L−2

n Parameter Van Genuchten func-

tion

- 1

P, Pnet Precipitation rate, net precipita-

tion rate

m s−1 L T−1

p Atmospheric pressure hPa M L−1 T−2

pf Free throughfall coefficient - 1

pstem Stem flow coefficient - 1

Q Discharge m3 s−1 L3T−1

qlat Lateral soil water flow rate m s−1 L T−1

qb,net Net flow rate at the bottom of

the soil profile

m s−1 L T−1

qr, qr,net Surface run-off, net surface run-

off

m s−1 L T−1

Ratm
s Solar radiation at the top of the

atmosphere

W m−2 M T−3

Rdown
s ,

Rup
s

Downward, upward short-wave

(0.3-3 µm) radiation flux density

W m−2 M T−3

Rdown
l ,

Rup
l

Downward, upward long-wave

(3-100 µm) radiation flux density

W m−2 M T−3

Rnet Net radiation flux density W m−2 M T−3

ra, raX Aerodynamic resistance, Aero-

dynamic resistance (X = M mo-

mentum, X = E vapour and X

= H heat)

s m−1 T L−1

rs Surface resistance s m−1 T L−1

Sf Stemflow (rate) m s−1 L T−1

SE Sink term for the deep soil latent

heat flux

cm3 cm−3 s−1 T−1

Sroots Sink term for root water uptake cm3 cm−3 s−1 T−1

T , Tx Temperature, temperature (x =

a air -, d dry bulb -, s of surface -

, soil soil -, son sonic -, v virtual

-, veg vegetation -, w wet bulb

temperature)

K Θ
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Symbol Description Units Dimensions

TAI Tree Area Index - 1

Tf Throughfall rate m s−1 L T−1

t Time s T

u Wind speed in the x-direction m s−1 L T−1

u∗ Friction velocity m s−1 L T−1

ucup Scalar wind speed as measured

by a cup anemometer

m s−1 L T−1

udir Wind direction ◦ 1

uhor, utot Horizontal wind vector, total

wind vector

m s−1 L T−1

v Wind speed in the y-direction m s−1 L T−1

VAI Vegetation Area Index m2 m−2 1

w Wind speed in the z-direction m s−1 L T−1

W Water holding capacity mm L

WAI Wood Area Index m2 m−2 1

Xx Volume fraction (x = a of air, c

clay, o organic matter, q quartz,

w water)

m3 m−3 1

x, xmax Distance upwind of sensor, dis-

tance upwind of sensor where the

flux source is maximal

m L

xp Path length m L

z Elevation head, depth, height

(positive upwards)

m L

z0H , z0M roughness length for heat, mo-

mentum

m L

zb, zref Bottom boundary depth, height

of the reference level

m L

zg, zsw Groundwater level depth, surface

water level

m L

zi Boundary layer height m L

zs Soil surface m L

ztree, zcan,

zroot

Tree height, canopy base height,

rooting depth

m L
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Greek symbols

Symbol Description Units Dimensions

α Parameter Van Genuchten func-

tion

m−1 L−1

αl Reflectivity of the surface for the

long-wave radiation

- 1

αs Albedo of the surface - 1

β Bowen ratio - 1

γ Psychrometer constant hPa K−1 M L−1 T−2

Θ−1

∆e Gradient of the saturated vapour

pressure versus the temperature

curve

hPa K−1 M L−1 T−2

Θ−1

∆κ Gradient of the saturated specific

humidity versus the temperature

curve

K−1 Θ−1

ε Dielectric permittivity J V2 m−1 M−1 L−3 Θ−2

Q2

ξl Absorptivity of the surface for

the long-wave radiation

- 1

ζ Stability parameter m m−1 L−1 L−1

κ Von Karman constant (= 0.40) - 1

λ Latent heat of vaporization of

water per unit mass

J kg−1 L2 T−2

η Eddy-decay coefficient - 1

ρx Density (for x = a of air, c clay, o

organic matter, q quartz, w wa-

ter, veg vegetation)

kg m−3 M L−3

σ Stefan Boltzmann constant (=

5.67 · 10−8 W m−2 K−4)

W m−2 K−4 M T−3 Θ−4

Θ, Θs Potential temperature, potential

temperature at the surface

K Θ

θ, θD Volumetric soil water content,

Deficit of θ

m3 m−3 1
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Symbol Description Units Dimensions

θr Residual volumetric soil water

content

m3 m−3 1

θs Saturated volumetric soil water

content

m3 m−3 1

θstem Moisture content of the stem m3 m−3 1

κ, κD, κs Specific humidity, Deficit of κ,

saturated specific humidity

kg kg−1 1

κabs Absolute humidity kg m−3 M L−3

κr Relative humidity - 1

τ Momentum flux density or shear

stress

kg m−1 s−2 M L−1 T−2

µ Solar energy (≈ 0.422 J

µmol(CO2)
−1)

Jµmol

(CO2)
−1

M L2 T−2

φT Phase angle of the diurnal cycle

of the temperature

◦ 1

φX Similarity function (X = E for

moisture, H for heat and M for

momentum)

- 1

ψ Soil water pressure Pa M L−1 T−2

ω Diurnal angular frequency rad h−1 T−1

Operators

Symbol Description

x Average of x

x′ Turbulent component of x

Sxx Spectra and co-spectra of x and x

Tx, T xx Transfer functions of x and composite transfer functions of xx
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